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Parametric Study of Pool Boiling
on Horizontal Highly Conductive
Microporous Coated Surfaces
To better understand the mechanisms that govern the behavior of pool boiling on hori-
zontal highly conductive microporous coated surfaces, a series of experimental investi-
gations were designed to systematically examine the effects of the geometric dimensions
(i.e., coating thickness, volumetric porosity, and pore size, as well as the surface condi-
tions of the porous coatings) on the pool-boiling performance and characteristics. The
study was conducted using saturated distilled water at atmospheric pressure �101 kPa�
and porous surfaces fabricated from sintered isotropic copper wire screens. For nucleate
boiling on the microporous coated surfaces, two vapor ventilation modes were observed
to exist: (i) upward and (ii) mainly from sideways leakage to the unsealed sides and
partially from the center of porous surfaces. The ratio of the heater size to the coating
thickness, the friction factor of the two-phase flow to single-phase flow inside the porous
coatings, as well as the input heat flux all govern the vapor ventilation mode that occurs.
In this investigation, the ratio of heater size to coating thickness varies from 3.5 to 38 in
order to identify the effect of heater size on the boiling characteristics. The experimental
results indicate that the boiling performance and characteristics are also strongly depen-
dent on the volumetric porosity and mesh size, as well as the surface conditions when the
heater size is given. Descriptions and discussion of the typical boiling characteristics; the
progressive boiling process, from pool nucleate boiling to film boiling; and the boiling
performance curves on conductive microporous coated surfaces are all systematically
presented. �DOI: 10.1115/1.2759969�

Keywords: parametric study, microporous surface, boiling characteristics, boiling
performance
Introduction

The practice of using rough or microstructured surfaces to en-
ance the boiling performance and increase the CHF has been of
onsiderable interest since it was first observed and reported by
akob in 1931 �1�. Since that time, considerable effort has been
evoted to the development of artificial surfaces and structures in
rder to improve nucleate boiling as well as increase the critical
eat flux �CHF� for long-term operation and applications. Until
954, however, enhanced surfaces were thought to be unusable in
ndustrial applications, due to the decay of the enhancement
aused by the little-understood “aging effect.” This situation
hanged dramatically with the development of several patents
2–4� that were successfully employed in industry in the mid-
960s. The critical development was the work of Milton �2–4�,
ho achieved high nucleate boiling performance through the sin-

ering of porous coatings on tube surfaces.
Generally speaking, there are three types of enhanced or micro-

tructured surfaces employed in nucleate boiling applications:
pore-and-tunnel” surfaces or reentrant cavities, finned surfaces,
nd porous media coated surfaces. The latter of these, porous
oated surfaces, has been one of the most attractive techniques for
nhancing the boiling heat transfer coefficient as well as the CHF
or many years. Although the information available in the litera-
ure is quite extensive, there is still considerable confusion about
he impact of these coatings on the heat transfer and boiling en-
ancement. As a result, the information presented here is re-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received January 2, 2006; final manuscript re-

eived April 10, 2007. Review conducted by Ramendra P. Roy.

ournal of Heat Transfer Copyright © 20
stricted to porous coated surfaces and is intended to clarify the
fundamental phenomena that affect the behavior and performance
of these surfaces.

In addition to the specific thermophysical properties of the ma-
terial, porous coated surfaces are most frequently categorized
based on their thickness and structure. Experimental and numeri-
cal studies �5–18� have consistently demonstrated that nucleate
boiling performance can be significantly enhanced, and boiling
incipience superheat dramatically reduced, through the use of po-
rous coatings. Investigations have revealed the physical processes
and specific characteristics of boiling in porous media coated sur-
faces that are important, such as the location of the evaporation
and nucleate boiling sites, the behavior of the liquid and vapor
phases, the existence of a vapor film near the heating wall, etc.
Moss and Kelly �13� performed neutron radiography of evapora-
tion on a 6.3 mm thick sintered stainless steel wire mesh in which
the sides of the porous media were open. A static, time-invariant
vapor blanket was observed near the heating wall that appeared to
increase in thickness with increasing heat flux. The capillary pres-
sure across the internal liquid vapor interface also increased with
increasing heat flux. In this investigation, Moss and Kelly �13�
concluded that the phenomenon of vapor escaping from the sides
of the wick presented a more realistic interpretation of the results
than a model based on evaporation from the surface, and small
vapor patches formed inside the wick would not “choke” the liq-
uid supply, but instead, the presence of the porous structure in a
boiling fluid would effectively “smooth out the formation” of in-
dividual nucleate bubbles and eliminate the sudden transition from
nucleate boiling to film boiling.

Cornwell et al. �14� observed the simultaneous and continuous
existence of vapor and liquid regions in a 6 mm thick polyure-
thane foam wick and found that these regions extended through

the wick thickness and that the boundaries between the regions

NOVEMBER 2007, Vol. 129 / 146507 by ASME
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ere stable. In this investigation, contact between the porous coat-
ng and the heated wall was maintained by a rod and perforated
late. The heat flux was observed to increase proportionally with
he ratio of the vapor-covered area to the total heating area, Av /A,
nd the frictional pressure drop of the vapor flow through the
iquid saturated porous wick was found to be much higher than
hrough a dry wick of similar dimensions.

Nakayama et al. �15� believed that boiling in porous media with
eentrant grooves, was a highly dynamic process and that three
routes” for the heat transfer from the surface to the ambient
iquid existed: convective heat transfer agitated by bubble forma-
ion, vaporization of the liquid near the outer surface into the
rowing bubbles, and vaporization in the tunnel formed by the
eentrant grooves. Bergles and Chyu �16� conducted an experi-
ental investigation of boiling on a brazed metal powder,

.38 mm thick and with volumetric porosities ranging from 50%
o 65%. The results of this investigation indicated that nucleate
oiling occurs within the porous media from the reentrant cavities,
nd vaporization occurred within the porous media, forcing the
apor bubbles out. The low boiling incipience superheat was
hought to be due to the large internal surface area, with vapor-
iquid counterflow occurring during the boiling process. The vapor
id not spread evenly over the surface to activate other adjacent
ites, due to the internal generation of vapor, instead the random
istribution of active sites resulted in what was referred to as
patch boiling.”

Polezhaev and Kovalev �17� successfully modeled boiling heat
ransfer on 1 mm thick porous structures, numerically. In the in-
estigation, Polezhaev and Kovalev �17� assumed that the evapo-
ation occurred inside the porous coatings. Heat was transferred
rom the heating wall, through the shell of the porous structure, to
he meniscus of the liquid, where vaporization occurred.
olezhaev and Kovalev �17� also found that higher effective ther-
al conductivities could enhance boiling performance and that the
aximum evaporation occurs at the bottom of the porous coating

t low heat fluxes and then decreases with increasing heat flux,
ausing the evaporation position to move toward the surface of the
orous coating. Malyshenko �10�, and Borzenko and Malyshenko
12� conducted a series of experimental and visual studies of boil-
ng on nonconductive porous coatings, and illustrated that the po-
ous coating thickness plays a determining role in the boiling
haracteristics and that there exists a drying zone, during the boil-
ng process. In this approach, the drying zone corresponds to the
hickness and there is a critical drying zone area, which does not
hange in size until the input heat flux exceeds the CHF. Malysh-
nko �10� and co-workers observed a vapor film formed near the
eating wall for thick porous coatings and found that the thickness
f the vapor film was approximately half the thickness of the
orous coating. Based on these observations and comparisons to
ther data, O’Connor et al. �7� hypothesized that the improvement
n the heat transfer performance from porous coated surfaces was
rimarily due to the increase in the number of active nucleation
ites.

Based on a review of the literature presented above, and more
ecent work on boiling in microporous coated surfaces �19,20�, it
s clear that significant improvements in nucleate boiling heat
ransfer and reductions in the boiling incipience superheat can be
chieved for both conductive and nonconductive materials. In ad-
ition, several generalizations regarding pool boiling in porous
oatings can be made as follows:

• Nucleate boiling and evaporation, both occur “inside” of the
porous media �13,14,16,17�.

• Stable internal vapor and liquid counterflow patterns are
formed in thick porous coatings during the boiling process
�7,9–14,17�.

• A thin vapor film is often formed near the heating wall on
thick coatings, depending on the magnitude of the heat flux
�10–13�.
• The frictional pressure drop for vapor flow through a satu-

466 / Vol. 129, NOVEMBER 2007
rated porous media is much higher than through a dry po-
rous media and as a result, the vapor will try to escape from
the sides of the porous coating �14�.

• Boiling performance increases in porous media may be due
to the strong convection caused by the agitation of the vapor
bubbles inside of the porous coatings and by the increase in
the number of nucleate sites �7,9,15�.

• The formation of individual nucleate bubbles is limited in
porous media compared to plain surfaces, retarding the for-
mation of film boiling and resulting, instead, in stable “patch
boiling.” This feature could eliminate the sudden transition
from nucleate boiling to film boiling �13,16�.

• Boiling performance and characteristics are strongly depen-
dent on the geometric parameters, the thermal properties of
the porous media, and the contact conditions between the
porous coatings and the heated wall �10–13,15,17�.

Although informative, because the conditions for each of these
studies varied, these conclusions alone do not provide a suffi-
ciently comprehensive or conclusive description of the boiling in
porous coatings and as a result, show only limited guidance as to
how to optimize the effect of the various parameters that govern
these phenomena. For this reason, a systematic investigation was
conducted to examine the effects of the geometric dimensions,
i.e., coating thickness, volumetric porosity, and mesh size of mi-
croporous surfaces on boiling incipience and nucleation. The ratio
of heater size to coating thickness is varied from 3.5 to 38 to
investigate the vapor ventilation modes. This parametric study
successfully verifies some of the conclusions in previous numeri-
cal simulations and has led to further understanding of the boiling
characteristics and mechanisms that govern the boiling heat trans-
fer on porous coated surfaces.

2 Experimental Test Facility and Procedure

2.1 Test Articles Structure and Fabrication. In the current
investigation, a series of experimental tests were conducted using
saturated distilled water at atmospheric pressure, in contact with a
horizontal, 8 mm�8 mm conductive porous coating. The key
geometric parameters of the porous coating, such as the coating
thickness, volumetric porosity, and pore size, were varied to de-
termine the effects on the boiling performance and the boiling
characteristics. Sintered pure isotropic copper wire screens, simi-
lar to those illustrated in Figs. 1�a� and 1�b� �19�, were employed
as the conductive microporous media. All sintered copper wire
screens are in staggered structure in this experimental study.

The structure of the test articles, which are similar to samples in
�19� except for the wing structures, is illustrated in Fig. 2. It
consists of three parts: an 8 mm�8 mm square, multilayered sin-
tered isotropic copper mesh section; a 0.03 mm thick copper foil;
and an 8 mm�8 mm square copper heating block with a 7.8 mm
threaded cylindrical portion. Three thermocouples, i.e., TC1, TC2,
and TC3, are located at the center of the copper bar at 10 mm
intervals, from which the steady-state 1D axial heat flux of the
copper heating block could be determined by the linear tempera-
ture distribution and estimated accurately coupling with the
known thermal conductivity of the pure copper. The temperature
of the interface between the heating block and wick structure is
derived from TC1, which is located at 0.5 mm below the inter-
face. The detailed data reduction process is shown in Sec. 2.3.

An optimal sintering process developed by Li et al. �19� was
employed to fabricate the test articles. Test data �19� illustrated
that this sintering process could achieve nearly perfect contact
conditions. Sintered isotropic copper wire screen was directly sin-
tered to the heating block to avoid the contact thermal resistance
at the interface between the porous material and the heating block.
The fabrication procedure and sintering process are detailed in
�19�. The finished surface is illustrated in Fig. 3.

A total of ten different test articles were evaluated experimen-

tally to determine the effects of the geometric parameters of the

Transactions of the ASME
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microporous surfaces on the pool boiling heat transfer perfor-
mance and characteristics. The specifications of the ten test ar-
ticles are listed in Table 1, where the variables are highlighted.
The test article designations, which describe the specific charac-
teristics for each, are identified. The nomenclature represents the
type of boiling, followed by the number of layers and mesh num-
ber of the screen, for example, PB145-2 denotes a pool boiling
test sample, which is fabricated from two layers of
5709 m−1 �145 in.−1� copper wire screen.

2.2 Test Facility and Procedure. The experimental test facil-
ity is shown in Fig. 4 and has been described in detail in �19�. This
test rig consists of an aluminum chamber with two guard heaters,
a reservoir for the distilled water supply, a heating system, and a
data acquisition system. Compared to the test facility in the film
evaporation tests �19�, the samples are totally immersed in satu-
rated liquid in the present test.

Nucleate boiling on a plain surface was used to calibrate the
experimental test facility �19�. Prior to the recording of any test
data, all dissolved gases were removed from the distilled water by
boiling for at least 2 h. Three K-type thermocouples �TC4, TC5,
and TC6� are used to monitor the water temperature at different
positions. The test facility was allowed to reach steady state, de-
fined as the point at which the temperature reading for any ther-
mocouple varied by �0.1°C over a period of 10 min. Then, the
steady-state experimental data were averaged over a period of
5 min and recorded at each power level. The power was then
incremented and the process repeated, until the CHF had been
achieved.

2.3 Data Reduction and Experimental Uncertainties. The
processes of data reduction and experimental uncertainties are
identical to that described in �19�. The test data were categorized
to obtain three key parameters, computed from Eqs. �1�–�3�, re-
spectively: the super heat, TW−Tsat; the heat flux q� �including the
CHF�; and the evaporation/boiling heat transfer coefficient heff.

Fig. 3 Image of the completed sintered wire screen surface

Fig. 2 Schematic of the test article
ig. 1 Scanning Electron Microscope „SEM… images of sin-
ered isotropic copper mesh with 1509 m−1

„145 in.−1
…,

6 �m „0.0022 in.… wire diameter, fabricated at a sintering tem-
erature of 1030°C with gas mixture protection „75% N2 and
5% H2… for 2 h †19‡: „a… Top view of staggered sintered isotro-
ic copper mesh †19‡, „b… top view of inline stacked sintered

sotropic copper mesh †19‡, and „c… side view of compact sin-
before the test and after dryout
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TW − Tsat = TTC1 −
TTC4 + TTC5 + TTC6

3
−

q�tSTC1

KCu
�1�

q� =
KCu��TTC3 − TTC2� + �TTC2 − TTC1��

2thole
�2�

heff =
q�

TW − Tsat
�3�

n Eq. �1�, Tsat= �TTC4+TTC5+TTC6� /3 and TW=TTC1
q�tSTC1 /KCu. Here, the terms TTC1, TTC2, and TTC3 represent the

emperature for the three K-type thermocouples used to monitor
he axial temperature distribution in the copper heater at 10 mm
ntervals. Thermocouples TTC4, TTC5, and TTC6 were used to mea-
ure the water temperature in the test chamber. Using this mea-
ured temperature, TTC1, and the known thermal conductivity KCu,
he temperature at the bottom of the capillary wick structure TW
as derived; then, using TTC1, TTC2, and TTC3, the heat flux
�dissipated through evaporation/boiling under steady-state con-
itions could be determined. With these two values, the effective
eat transfer coefficient can be estimated from Eq. �3�.

The uncertainty of the temperature measurements, the length
or width�, and the mass are ±0.5°C, 0.01 mm, and 0.1 mg, re-
pectively. A Monte Carlo error of propagation simulation indi-

Table 1 Specificatio

Grouped by
varying Sample No.

Thicknes
�mm�

Thickness PB145-2 0.21
PB145-4 0.37
PB145-6 0.57
PB145-8 0.74

PB145-16 1.38
PB145-32 2.30

Volumetric
porosity

PB145-4 0.37
PB145-6c 0.36
PB145-7c 0.37

Mesh size �mesh
number and wire
diameter�

PB145-4 0.37
PB100-2 0.36
PB60-1 0.38
Fig. 4 Schematic o

468 / Vol. 129, NOVEMBER 2007
cated the following 95% confidence level for the computed re-
sults: the heat flux was less than ±5.5 W/cm2; the heat transfer
coefficient was less than ±20%; the superheat �Twall−Tsat� was
less than ±1.3°C, and the volumetric porosity � was less than
±1.5%.

3 Results and Discussion
The objectives of this investigation are to �i� examine the ef-

fects of thickness, volumetric porosity, and mesh size of the po-
rous coatings on the boiling performance, characteristics, and the
CHF, and �ii� identify the heat transfer and liquid/vapor phase
regimes. All test results are summarized from Figs. 5–9. The heat
transfer and the two-phase behavior regimes are presented in Fig.
10. The discussion begins from the general characteristics of
nucleate boiling, and then proceeds to the effects of several key
geometric dimensions, such as the coating thickness, the volumet-
ric porosity and the mesh size.

3.1 Characteristics of Nucleate Boiling on Microporous
Coated Surfaces

3.1.1 Two-Phase Flow Patterns at High Heat Flux. Previous
investigations have demonstrated the existence of vapor film and
the vapor-liquid countercurrent flow inside porous coatings during
boiling �7,9–14,17�. There is also a vapor-liquid separating flow in

of the test samples

Porosity
Wire diameter

��m�
Pore size

��m�

0.737 56 119.2
0.693 56 119.2
0.701 56 119.2
0.698 56 119.2
0.69 56 119.2
0.64 56 119.2

0.693 56 119.2
0.56 56 119.2
0.409 56 119.2

0.693 56 119.2
0.632 114 140
0.67 191 232.2
ns

s

f the test facility
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his experimental study. As indicated in Figs. 5�a� and 5�b� the
oiling curves of PB145-16 and PB145-32 are initially close to
hese test articles �i.e., PB145-4 through B145-8�; however, after
he heat flux exceeds a certain value, the two groups of curves
egin to separate into two fairly distinct trends. This significant
igh wall superheat is believed to be caused by the formation of a
ery low conductive vapor film near the heated wall inside the
orous coatings.

Assuming the vapor escapes from the top surface, the average
apor film thickness can be estimated from the test data of
B145-16 and PB145-32 using the known heat flux, thermal con-
uctivity of vapor, and the extra temperature drop, which is the
emperature difference between thin and thick wick groups at the
ame heat flux. The average film thicknesses for PB145-16 and
B145-32 are shown as a function of the heat flux in Fig. 6. For
omparison, the thicknesses of these two porous coatings are also
resented. As illustrated, the average thickness of the vapor film
nitially increases with increases in the heat flux, then remains
elatively constant at a thickness approximately equal to, or

Fig. 5 „a… Relationship between the heat flux and wall supe
logarithmic relationship between the heat flux based on the
relationship between the heat transfer coefficient and heat fl
and „d… relationship between boiling heat transfer performa
rheat based on the heater area as a function of thickness, „b…
heater area and wall superheat as a function of thickness, „c…
ux curve, based on the heater area as a function of thickness,

nce and porous coating thickness
lightly greater than, the thickness of the porous coating, which

ournal of Heat Transfer
Fig. 6 Vapor film thickness as a function of heat flux at the

heated wall
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urprisingly does not trigger a sharp growth in the wall tempera-
ure, in other words, drying out. On the contrary, from Fig. 5�c�
he boiling performance actually stops decreasing and remains
elatively constant over a large range of heat fluxes. This phenom-
non is hard to explain physically, until it is recognized that one of
he assumptions, i.e., that the vapor is all vented through the top
urface, may not be correct. The majority of the vapor actually
scapes from the unsealed sides of thick porous coatings in most
ases, which was consistent with what Moss and Kelly �13� con-
luded in their neutron radiography visualization and numerical
odeling.
The vapor ventilation modes indicate two types of two-phase

ow patterns: �i� liquid-vapor countercurrent flow, where the va-
or escapes upward and the liquid flow is in the opposite direction
riven by the gravity with partial assistance of capillary pressure,
nd �ii� liquid-vapor separating flow, where the major vapor vents
hrough the vapor channel formed near the heater wall to the
nsealed sides and the liquid enters the porous coatings from the
op. The significant differences between these two flow patterns

ig. 7 „a… Logarithmic relationship between the heat flux
ased on the heater area and the wall superheat as a function
f mesh size and „b… relationship between the heat transfer
oefficient and heat flux based on the heater area as a function
f mesh size
esult from the vapor ventilation modes, which are mainly gov-

470 / Vol. 129, NOVEMBER 2007
erned by the vapor flow resistance and the input heat flux. A
theoretical analysis of the vapor flow resistance is given below to
identify these parameters that govern the two-phase flow patterns.

The internal flow pressure drop is generally defined as in Eq.

Fig. 8 „a… Logarithmic relationship between the heat flux
based on the heater area and wall superheat as a function of
volumetric porosity, „b… relationship between the heat transfer
coefficient and heat flux curve based on the heater area as a
function of mesh size, and „c… multiple boiling incipience phe-
nomenon inside a porous media with low volumetric porosity
�4�, with three assumptions: �i� vapors are generated inside porous
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edia, �ii� vapor density is constant, and �iii� f2� increases with
he void fraction, which also increases with input heat flux, in this
ase, and is generally larger than f1� at the same Re number. The
apor flow pressure equations for two phase and single phase,
hown in Eq. �5�, would present a theoretical analysis and be of
elp to explain the vapor ventilation modes.

Assuming the vapor flow resistance reaches the critical point, at
hich the vapor flow resistance through saturated porous media

�P2�� is equal to the vapor flow resistance ��P1�� through dry
orous media, this balance can be described in Eq. �5�

�P =
1

2
f�V2 L

D
=

1

2
f

G2

�Ac
2

L

D
�4�

ig. 9 Effects of surface conditions on boiling performance
nd characteristics for pool boiling in porous coated surfaces

Fig. 10 Boiling and flow regimes

surfaces

ournal of Heat Transfer
�P2� =
f2��Re�Gv,2�

2

2�vWheater
4

�t − tv,film�
Wheater

= �P1�

=
f1��Re�Gv,1�

2

2�v�Wheatertv,film�2

Wheater

4�Wheatertv,film�
2�Wheater + tv,film�

�5�

Gv =
q�Aheater

hfg
�6�

Re�q�� =
GvDh

�
=

q�AhetarDh

�hfg
�7�

where f2� and f1� are the friction factors of two-phase flow and
single phase flow through wick structure, respectively; t is the
wick thickness; Wheater is the heater characteristic size; and Gv,2�

and Gv,1� are the average vapor mass flow rate through the liquid
saturated �2�� and dry porous media �1��, respectively. They are
defined in Eq. �6� and are equal. The Reynolds number is a func-
tion of input heat flux. Simplifying Eq. �5�, the minimum stable
vapor film thickness can be described as indicated in

� tv,film

t
�4

− � tv,film

t
�3

+
f1��q��

2f2��q��
�Wheatar

t
�3 tv,film

t

+
f1��q��

2f2��q��
�Wheater

t
�4

= 0 �8�

From this expression it is clear that the vapor film thickness is a
function of f2� / f1� ,Wheater / t, and q�.

In the vapor ventilation scenario, there are two cases:

I. Vapor primarily escapes at two conditions as follows:

• When the input heat flux is small, and the tv,film is very
small; at the same time, the void fraction is also small;

microconductive porous coated
in
NOVEMBER 2007, Vol. 129 / 1471
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thus, f2� and f1� do not vary much. From Eq. �5�, �P2�

would be less than �P1�, and hence, the vapor would
escape upward.

• Or the Wheater is much larger than the wick thickness t,
which would make the vapor flow path in a single-phase
channel much longer than through the liquid saturated
porous media. The critical ratio of Wheater / t is primarily
determined by the f2� / f1�.

II. Vapor primarily escapes from the unsealed sides when the
Wheater / t is less than the critical ratio and the porous coating
thickness t is larger than the minimum vapor film thickness
�otherwise the surface dries out directly�.

3.1.2 Heat Transfer Features. For a given heater size, there is
critical thickness tcrit which is equal to the minimum vapor film

hickness. When the porous coating is thinner than the critical
hickness tcrit, the boiling curve presents characteristics similar to
hose observed for smooth plain surfaces. Alternatively, when the
orous coating is thicker than the critical thickness, the boiling
urve demonstrates significantly different behaviors than those ob-
erved for smooth plain surfaces. In this latter situation, there does
ot appear to exist a boiling mode between nucleate boiling and
lm boiling, i.e., no transition boiling region, which is the case for
oiling on plain surfaces. Malyshenko �10� referred to this region
s “II nucleate boiling,” or bubble interconnected nucleate boiling
nd presented similar boiling curves, as shown inside Fig. 5�a�,
ased on a series of experiments on nonconductive porous coated
urfaces. The observations in the current investigation are consis-
ent with those observed by Malyshenko �10�, but provided con-
iderably more insight as to the causes and ramifications of the
bserved phenomena. The principal characteristics observed in
his boiling region with vapor ventilation from unsealed sides can
e summarized as follows:

• The heat flux does not decrease with wall superheat, but
rather increases linearly with wall superheat.

• There does not exist a minimum heat flux, as in pool boiling
from a plain surface during the transition from nucleate boil-
ing to film boiling.

• The onset of film boiling is significantly delayed.
• When the vapor-liquid separating flow is formed, the CHF

can be dramatically enhanced.
• The definition of the CHF for plain or thin porous coated

surfaces does not appear to apply to these relatively thick
porous coated surfaces.

3.2 Effect of Thickness of Microporous Coated Surfaces.
n this set of experiments, the volumetric porosity and mesh size
f the capillary wick were held constant, while the coating thick-
ess was varied from 0.21 mm to 2.30 mm, to evaluate the effect
f this variation on the boiling characteristics and performance.
he heat flux q� is shown as a function of the wall superheat,
w−Ts, in Fig. 5�a�, and the logarithmic relationship between

hese two parameters is presented in Fig. 5�b�. The heat transfer
oefficient is shown as a function of the heat flux at steady state in
ig. 5�c�. For comparison, the boiling curve on a plain surface is
lso shown in Figs. 5�a�–5�c�. The relationship between the boil-
ng performance, heat flux, and thickness of the porous coatings
re all illustrated in Fig. 5�d�.

3.2.1 Effects of Thickness of Microporous Coated Surfaces on
oiling Performance. For a given heater size, previous analysis

ndicates that the boiling performance for conductive porous coat-
ngs is strongly dependant on the thickness. The heat transfer co-
fficient curve for each sample presents somewhat different char-
cteristics. For PB145-2, the thinnest coating in this investigation,
he heat transfer coefficient curve shows small improvements in
he performance at low heat fluxes and significant improvements
t higher heat fluxes �	28 W/cm2� when compared to the results

btained for a smooth, plain surface. This improvement, however,

472 / Vol. 129, NOVEMBER 2007
is much smaller than that observed for samples PB145-4, 6, and 8.
The reason for this difference is due to the combination of the
reduction in the wetting area and, hence, the nucleate site density,
as well as the extent of the interaction between the active nucleate
sites induced by the porous coating. For samples PB145-4, 6, and
8, the performance is enhanced three to four times that of the plain
surface over the entire heat flux range. This improvement is be-
lieved to be due to a combination of enhancements resulting from
increases in the wetting surface area or the number of nucleation
sites, the intensification of bubble interactions, and, more impor-
tantly, the introduction of the effects of the capillary and thin-film
evaporation �8–12,15,16,19,20�. Furthermore, the performance of
samples PB145-4, 6, and 8 do not show significant differences,
which indicates that the wetting area does not always impact the
boiling performance and that the principal evaporation and nucle-
ate boiling may occur solely inside the porous coatings in the
vicinity of the heating wall when the effective thermal conductiv-
ity is not sufficiently high, which was strongly supported by the
phenomena observed from the sample PB145-7c in Sec. 3.4. On
the sample PB145-7c, which has the highest thermal conductivity
in this experimental investigation, the evaporation position is
found to move upward with the heat flux increase on the highly
conductive porous coatings. This observed effect of the wetting
area on boiling performance also implies that heat is conducted
through the solid structure of the porous media to the saturated
working fluid. Thus, the boiling performance can be enhanced by
augmenting the effective thermal conductivity of porous coatings.
This principle was illustrated by Polezhaev and Kovalev �17� in
their numerical simulations.

Because of the existence of a thin vapor film, the boiling curves
for PB145-16 and PB145-32 indicate significant differences when
compared to the thinner samples. As shown in Fig. 5�a�, the per-
formance of PB145-16 is superior to that of PB145-32 over the
entire range of heat fluxes evaluated. From these two test articles,
the heat transfer coefficient on both of them increased with in-
creasing heat flux and decreased after the heat fluxes exceed a
specific value, ultimately converging to a constant value. For
PB145-16, the inflection point was �48 W/cm2, and for PB145-
32, the value was �30 W/cm2. This inflection point seems to
decrease with an increase in coating thickness. Malyshenko �10�
hypothesized that this was due to the heating surface being
blocked by a thin stable vapor film, established within the body of
the porous coatings. Nakayama et al. �15� found that porous struc-
tures with heat fluxes of 	15 W/cm2, the boiling curves of the
porous structures converged towards the boiling curve of a plain
surface. This decrease in performance was attributed to the “dried-
up” mode of boiling. In addition, it was hypothesized by Na-
kayama et al. �15� that the structure would revert toward plain
surface behavior once the tunnel space was filled with vapor.

Combining the observations of the current investigation with
those of other researchers as described in the Introduction, it is
evident that the formation of a vapor film is responsible for this
significant change in the boiling performance. As indicated in the
previous analysis, the specific causes that led to the formation of
the vapor film, may be due to the high flow resistance of the
vapor, as it attempts to escape through the saturated porous media
�10,13,14�. It is important to note that the boiling heat transfer is
not terminated by the presence of the vapor film; on the contrary,
stable boiling accompanied by high wall superheat has been ob-
served in both the current investigation and in those of other re-
searchers �10–12,15� for both conductive and nonconductive thick
porous coatings.

The effect of variations in the heat flux on the boiling heat
transfer coefficient is illustrated in Fig. 5�d� as a function of the
porous coating thickness, in order to demonstrate the relationship
between the boiling performance, the microporous surface thick-
ness, and the heat flux. As shown, the boiling heat transfer coef-
ficient is strongly dependent on the wick thickness and the heat

flux when the heater size is given. When the heat flux is lower
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han �20 W/cm2, the boiling performance was found to increase
ith increases in the porous coating thickness. For highly conduc-

ive porous coatings in the present investigation, the solid portion
f the porous structure effectively conducts the heat for low to
oderate input power levels and reduces the effective heat flux.
owever, at higher input power levels, the heat transfer is greater

han what can be readily transferred. For example, when the heat
ux is 	20 W/cm2, the boiling performance increases with in-
reasing thickness for coating thicknesses of �0.57 mm and then
ecreases with additional increases in the thickness beyond that
alue. The observed differences between the current investigation
nd the results of Malyshenko �10� are believed to be due to the
ery different thermal conductivities of the porous coating mate-
ials, i.e., highly conductive porous media in the present study and
elatively nonconductive porous media in the investigation of

alyshenko �10�.

3.2.2 Boiling Incipience Superheat. Figure 5�b� clearly illus-
rates that nucleate incipience superheat for most samples is dra-

atically reduced through the application of a porous coating.
his is consistent with the findings of other researchers that have
xperimented with enhanced structures and surfaces �5–20�. Vir-
ually all of these investigations have indicated that “rough sur-
aces” are an effective mechanism for reducing the boiling incipi-
nce superheat. This is due to the combination of artificial cavities
ith large pore sizes within the porous coating �16� and the ther-
ocapillary convection that occurs in the liquid film on the walls

f the coating materials, all of which result in a reduction in the
oiling incipience superheat in conductive porous coated surfaces
10–12�. As illustrated in Fig. 5�b�, the boiling incipience super-
eat for relatively thin, i.e., for test article PB145-2, is not reduced
ignificantly, even though the geometric characteristics of the
eated wall are identical to other thicker porous layers. These
bservations indicate that thickness is one of the factors that affect
he boiling incipience superheat on surfaces coated with a conduc-
ive porous media.

3.3 Effects of Mesh Size of Microporous Surfaces on Per-
ormance and Characteristics. Another series of experiments
as conducted in which the thickness and volumetric porosity of

he porous coatings were both maintained at approximately the
ame value while the mesh size was varied from
362 m−1 �60 in.−1� to 5709 m−1 �145 in.−1� and with the varia-
ion of the wire diameters. All these geometric parameters are
isted in Table 1. This allowed the evaluation of the effect of pore
ize on the boiling performance and characteristics. Test data from
his series of tests are presented in Figs. 7�a� and 7�b�. The boiling
urve for a plain surface is added to these Figs. 7�a� and 7�b� for
omparison.

As illustrated in Fig. 7�a�, the boiling incipience superheat for
his set of experiments shows a fairly large variation when the

esh size varies. The boiling incipience superheat of test article
B145-4 is significantly smaller than those of PB100-2 and
B60-1, which are almost identical with that obtained for a plain
urface. For the sintered copper mesh used in the present work,
he pore size in the horizontal direction increases as the mesh size
ecreases, which implies that only the pore size in a specific range
ill affect the boiling incipience superheat. When the pore size is

oo small or too large, the boiling incipience superheat is deter-
ined by the surface condition of the heated wall or wire surfaces,

ather than the pore size of the porous coating.
Figure 7�b� illustrates the effects of the mesh size on the boiling

erformance. As indicated, the performance decreases with in-
reasing mesh size. This phenomenon is believed to be due to the
ecrease in the wetting area and/or number of nucleation sites
vailable as the mesh size increases. In a previous investigation,
i and Peterson �21� showed that the effective thermal conductiv-

ty of porous surfaces fabricated from mesh screens increases with
he product of the mesh number and wire diameter. This factor
ay also contribute to this performance decrease since the effec-

ournal of Heat Transfer
tive thermal conductivity would decrease with increasing mesh
size �17�. The boiling performance of test article PB60-1, which
was fabricated from a relatively coarse mesh, is very close to that
of a plain surface when the heat flux is �50 W/cm2. Because of
the beginning of the film evaporation on the upper part of the
coatings, the performance is only slightly better than that of a
plain surface when the heat flux exceeds 50 W/cm2. This obser-
vation indicates that boiling initially occurs on the heated wall and
then progresses through the solid structure for the porous coating
once the superheat reaches a level that is directly related to the
heat flux.

3.4 Effects of Volumetric Porosity of Microporous Coated
Surfaces on Boiling Performance and Characteristics. The ef-
fects of volumetric porosity on boiling performance and charac-
teristics were also examined while holding the thickness and mesh
size constant. The volumetric porosity investigated here ranged
from 0.409 to 0.693 and was achieved by reducing the distance
between the layers in the vertical direction �i.e., normal to the
heater surface direction�, while the pore size does not change in
the horizontal direction. The experimental test data are illustrated
in Figs. 8�a�–8�c�. As was the case for the previous results, the
boiling curve for a plain surface is also illustrated for comparison.

As shown, the boiling incipience superheats for test articles
PB145-4, PB145-6c, and PB145-7c are approximately identical
and much smaller than those of a plain surface. The pore size in
the horizontal direction and the thicknesses of the three samples
was held constant, with only the pore size in the vertical direction
varied to change the volumetric porosity. The results indicate that
the boiling incipience superheat is nearly independent of pore size
in the vertical direction, and as a result, the pore size in the hori-
zontal direction and the thickness of the porous coating seems to
show a significantly greater effect in determining boiling incipi-
ence superheat for a given working fluid and pressure.

A significant enhancement in the boiling performance is dem-
onstrated in Fig. 8�b� and increases with a decrease in the volu-
metric porosity. It is interesting to note that the effective thermal
conductivity of the porous coating changes with variations in the
volumetric porosity. Generally, for a given porous structure, the
effective thermal conductivity of the porous media would increase
with decreases in the volumetric porosity. This increase in the
effective thermal conductivity contributes to the boiling perfor-
mance increase for test article PB145-7c. An additional phenom-
enon, shown in Fig. 8�c�, can be observed for test article PB145-
7c, which has the lowest volumetric porosity and, hence, the
highest effective thermal conductivity of all the test articles. As
illustrated in Fig. 8�c�, for test article PB145-7c the wall tempera-
ture increases initially with the heat flux and then drops several
degrees due to the higher heat transfer mode. This same phenom-
enon was observed in three separate tests conducted to ensure the
results were repeatable and indicates that multiple boiling modes,
i.e., the nucleate boiling position spread from the bottom to the
top of the porous coating, could occur simultaneously in these
types of porous coatings when the effective thermal conductivity
is high enough, which is what was observed previously for finned
surfaces �22� and predicted in the numerical simulation by
Polezhaev and Kovalev �17�. Initially, nucleate boiling occurs
near the heated wall and then moves through the porous coating as
the heat flux is increased. This multiple boiling incipience phe-
nomenon results in a much higher boiling performance for test
article PB145-7c than for PB145-6c and provides strong evidence
from which to support the conclusions presented in Sec. 3.2.1, i.e.,
the heat is conducted through the skeleton of the porous media
and is then dissipated to the liquid through the surface of the
porous coating.

3.5 Effects of Microporous Coated Surfaces on Wall
Superheat. As shown in Figs. 5�b�, 7�a�, and 8�a�, with the ex-
ception of test articles PB145-16, PB145-32, and PB60-1, the wall

superheat at the CHF, �12°C, is much less than that obtained for
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plain surface at 25°C. This implies that the boiling heat transfer
n porous coatings is more stable in terms of the wall temperature
han for plain surfaces and as a result, provides a superior tem-
erature control method for thermal management.

3.6 Effects of the Surface Condition of the Wires. The ef-
ects of surface conditions on boiling performance were also in-
estigated as part of this study. To accomplish this, the surface of
he porous coatings were initially saturated with water and heated
o 300–400°C to generate a thin oxide film on the individual
ires in the mesh. These surfaces were then carefully cleaned
sing a solution of DuracleanTM 1075 to form a thin porous
tructure on the surfaces of the wires prior to the tests. This thin
orous structure was similar to the type of surface often found on
ouled heat exchanger tubes. Figure 9 presents and compares the
esults of tests conducted on both oxide-coated and uncoated
amples. As illustrated, from a boiling perspective the bare sur-
aces performed better than those with the oxide layer when the
eat flux was low for test article PB145-2 and low to moderate for
est article PB145-6; however, as the heat flux increased to a level
f 75 W/cm2 and 175 W/cm2 for PB145-2 and PB145-6, respec-
ively, the performance of the oxide-coated surfaces quickly ex-
eeded that of the bare wires. This phenomenon can be attributed
o the existence of the extra thermal resistance resulting from the
eposited layer, which approximates the fouling of the surfaces.
hen the heat flux is relatively small, the superheat on bare sur-

aces is higher than on the oxide-coated surface, which means
here are more active nucleation sites on the bare surface than on
he oxide layers, which can easily trigger nucleate boiling. These
bservations are consistent with the findings of Fukada et al. �23�.

Boiling Regimes and Two-Phase Flow Pattern on
onductive Porous Coated Surfaces
Based on a review of the literature, the experimental investiga-

ions form both the current investigation and the theoretical analy-
is, a new set of boiling regimes have been developed as shown in
ig. 10. Summarily, when the ratio Wheater / t is larger than a criti-
al ratio, which is mainly governed by the f2� / f1� ratio, the heat
ransfer typically consists of four regimes: �a� convection, �b�
oiling with individual bubble, �c� vapor-liquid counterflow and
oiling, and �d� drying out. While the ratio Wheater / t is relatively
mall and, hence, vapor may vent from unsealed sides at high heat
ux, there is one more heat transfer regime remaining after the
apor-liquid counterflow, i.e., the so-called two-phase separating
ow and boiling �regime e�.
As shown, the pool boiling on highly conductive porous coated

urfaces starts from a regime best described as convection �i.e.,
egime a�. With an increase in the heat flux, many individual
ubbles are generated in the sharp corner regions between the
ndividual wires, and between the heated wall and the wire sur-
aces, all of which result in the onset of boiling. Bubbles rising
hrough the porous coating strengthen the convection in the upper
art of the porous coated surfaces, regime b, which essentially
erves as a transition regime for boiling on conductive porous
oated surfaces. Single bubbles then coalesce to form a bubble
tem, or slug, with further increases in the heat flux, in regime c.
n this process, the bubble population above the porous surface is
airly stable and is further supported by the nearly linear relation-
hip between the heat flux and the wall superheat �24�. Kim et al.
25� attributed this to the constant nucleation site density in the
orous coated surfaces. Another important feature in this regime is
hat a strong liquid vapor counterflow pattern is established. This
wo-phase counterflow enhances the heat transfer, but also makes
t more difficult for the liquid to reach the bottom of the porous
oated surfaces.

When the CHF is reached for the relatively thin highly conduc-
ive porous coated surfaces, the vapor velocity is sufficiently high
o retard or prevent this liquid resupply due to the flow resistance

hrough the porous media and the shear stress generated by the
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high vapor velocities. Bubbles above the porous coated surface in
violent motion, block the top surface of the porous coated sur-
faces, causing film boiling to occur, i.e., regime e. This begins in
a manner identical to that of a smooth surface, with the difference
being that the mushroom bubbles are further from the heated wall,
due to the vapor jets from the porous coated surfaces. This en-
hances the heat transfer and CHF from the porous coated surfaces
when compared to a plain surface.

For boiling on the relatively thick porous coated surfaces with
small areas, open sides, and a sufficiently high heat flux, the vapor
flow is quite fast, making it difficult for the vapor to escape
through the thick saturated porous media. As a result, the vapor
takes the path of least resistance through the thin vapor film layer
near the heated wall �14,20�. The thickness of this vapor film
increases with increasing heat flux and, when it reaches the same
thickness as the porous coating, the CHF occurs. In regime d,
boiling still occurs in the upper portion of the porous coated sur-
face, but the majority of the heat is dissipated through evaporation
at the vapor liquid interface close to the heated wall. The overall
heat transfer in regime d is low because of the high thermal resis-
tance caused by the stable vapor film between the heated wall and
the liquid vapor interface.

5 Conclusions
The effects of the key geometric parameters of conductive mi-

croporous surfaces have been systematically investigated using
saturated distilled water on horizontal surfaces. The test results
demonstrated that the boiling characteristics and overall boiling
performance are strongly dependent on the geometric parameters
of the porous coatings, i.e., thickness, volumetric porosity, and
mesh size, when the heater size and the pressure are held constant.
More importantly, the enhanced understanding of the specific
characteristics of boiling in and on conductive microporous coated
surfaces is revealed and discussed.

The normal heat transport route in pool boiling from a porous
coated surface was found to be the result of heat conducted to the
skeleton of the porous structure and then transferred to the liquid
through convection and, finally, dissipated through boiling or
evaporation on the surface of the porous coatings. In addition, two
types of liquid-vapor flow patterns are identified at a high heat
flux, i.e., vapor liquid counterflow and liquid-vapor separating
flow. A theoretical analysis indicates that the liquid-vapor flow
patterns are generally governed by the ratio Wheater / t, f2� / f1�, and
the input heat flux q�.

In general, the boiling characteristics from porous coated sur-
faces are generally superior to that of pool boiling on plain sur-
faces. The mechanisms of improvement are mainly due to the
augmentation of the wetted area, the number of nucleation sites,
the intensified interaction among bubbles, as well as film and
capillary evaporation induced through the use of porous coatings.
Porous coatings with higher thermal conductivity were found to
perform better than those with lower thermal conductivities, espe-
cially at low heat fluxes.

The boiling incipience superheat can be significantly reduced
through the use of porous coatings and the boiling incipience su-
perheat can be controlled by varying either the pore size or the
thickness of the porous coating. The experimental results demon-
strated that boiling on thin porous coatings could occur over a
larger range heat flux, i.e., from 0 to 210 W/cm2, and at the same
time, within a much narrower wall superheat, i.e., �12°C, than
for plain surfaces. This indicates that the boiling heat transfer on
thin porous coatings is more stable in terms of temperature and,
hence, may be more suitable for applications where precise tem-
perature control is required.
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omenclature
Ac 
 cross area �m2�
D 
 diameter �mm�

Dh 
 hydraulic diameter �mm�
F 
 friction factor
G 
 mass flow rate �kg/s�
H 
 heat transfer coefficient �W/m2 K�

hfg 
 latent heat �kJ/kg�
K 
 thermal conductivity �W/mK�

�P 
 pressure drop �Pa�
q� 
 heat flux �W/cm2�
Re 
 Reynolds number

L 
 length �mm�
t 
 distance or thickness �mm�

T 
 temperature �K�
TC 
 thermocouple

V 
 speed �m/s�
W 
 width �mm�

reek Symbols
� 
 surface tension �N/m�
� 
 density �kg/m3�
� 
 volumetric porosity

1� 
 single-phase
2� 
 two-phase

ubscripts
crit 
 critical parameter
gap 
 gap between the vapor zones or columns

heater 
 dimensions of heater
l 
 liquid phase
v 
 vapor phase

v, film 
 dimensions of vapor film
w 
 wall

sat 
 saturation condition
eff 
 effective parameter
Cu 
 copper

hole 
 holes in the heater to hold the thermocouples
STC1 
 top surface of copper block to TC1
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Experimental Evaluation of
Marangoni Shear in the Contact
Line Region of an Evaporating
99+% Pure Octane Meniscus
Image analyzing interferometry was used to study the spreading characteristics of an
evaporating octane meniscus (purity: 99+%) on a quartz surface. The thickness, slope,
and curvature profiles in the contact line region of the meniscus were obtained using a
microscopic data analysis procedure. The results obtained for the octane were compared
to that of pure pentane (purity: �99.8%) under similar operating conditions. Isothermal
experimental conditions of the menisci were used for the in situ estimation of the retarded
dispersion constant. The experimental results for the pure pentane demonstrate that the
disjoining pressure (the intermolecular interactions) in the thin-film region controls the
fluid flow. Also, an imbalance between the disjoining pressure in the thin-film region and
the capillary pressure in the thicker meniscus region resulted in a creeping evaporating
pentane meniscus, which spreads over the solid (quartz) surface. On the contrary, for less
pure octane, the intermolecular interactions between octane and quartz had a signifi-
cantly different contribution for fluid flow, and hence, the octane meniscus of lower purity
did not creep over the quartz surface. As a result, we had a stationary, evaporating
octane meniscus. Using the experimental data and a simple model for the velocity dis-
tribution, we evaluated the Marangoni shear in a portion of the stationary, evaporating
octane meniscus. An extremely small change in the concentration due to distillation had
a significant effect on fluid flow and microscale heat transfer. Also, it was found that
nonidealities in small interfacial systems, i.e., the presence of impurities in the working
fluid, can have a significant effect on the thickness of the adsorbed film, the heat flux, the
spreading characteristics of an almost pure fluid, and, therefore, the assumptions in
modeling. �DOI: 10.1115/1.2759970�

Keywords: contact line, disjoining pressure, evaporating meniscus, Marangoni stresses,
nanoparticles, retarded dispersion constant
ntroduction

The understanding of the details of interfacial phenomena in the
xtended contact line region �thickness, ��3 �m� of an evapo-
ating completely wetting meniscus on a solid surface is used
xtensively for modeling fluid flow and evaporative heat transfer
n thin films. In general, to optimize the design and use of micro-
cale systems, experimental data on the microscopic details of
hase change heat transfer, fluid flow, and stability in an extended
eniscus are needed. Panchamgam et al. have used a high spatial

esolution imaging technique to measure film thickness profiles of
ompletely wetting liquids from nanometer to micron scale, and
mphasized the significance of disjoining pressure �or intermo-
ecular interactions between the liquid and the underlying solid
urface� and capillarity in equilibrium and phase change processes
1,2�. Herein, we compare an almost pure system �octane: purity

99+%� with a purer system �pentane: purity�99.8%�. The ex-
erimental results will have a significant effect on the assumptions
sed in modeling.

The fluid flow in the thin-film region of an extended meniscus
nd, hence, the phase change at the liquid-vapor interface near the
hin-film region depends mainly on the variation of the following
hree factors, which are a function of the temperature and the
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AL OF HEAT TRANSFER. Manuscript received July 7, 2006; final manuscript received

arch 18, 2007. Review conducted by Satish G. Kandlikar.
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meniscus length: the disjoining pressure or intermolecular interac-
tions between the liquid and the underlying solid, the surface ten-
sion of the liquid, and the curvature profile of the liquid-vapor
interface. These parameters depend on the working fluid, the na-
ture of the underlying solid, the purity of the liquid �i.e., concen-
tration, presence of liquid/solid impurities, and dissolved gases in
the liquid�, surface structure and chemistry �for example, smooth
and rough surfaces, porous substrates, etc.�, and the operating
conditions �pressure and temperature�. Various researchers, both
experimentally and theoretically, studied a variety of systems to
understand the details of interfacial phenomena by studying the
roles of the disjoining pressure �1–12� and surface tension and its
gradient �13–18� on the wetting and spreading phenomena
�19,20�, instabilities �21–25�, fluid flow, and microscale phase-
change phenomena �1–18� in extended menisci and drops during
phase change and equilibrium processes.

To save space, the extensive literature review given in Ref. �1�
will not be repeated here. However, for some continuity, the fol-
lowing few references are mentioned. Derjaguin and Zorin �4� and
Derjaguin et al. �5�, using the disjoining pressure concept, mea-
sured and modeled the stability and equilibrium thickness of ad-
sorbed ultrathin films as a function of an interfacial temperature
jump and demonstrated theoretically that thin-film transport is ca-
pable of accelerating the evaporation rate from capillaries. The
disjoining pressure in the adsorbed flat thin-film region was the
boundary condition at the leading edge of an evaporating menis-
cus. For a completely wetting, pure, isothermal fluid, the sum of

the disjoining pressure and capillary pressure can be extremely

2007 by ASME Transactions of the ASME
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arge and lead to fluid flow and phase change in the direction of a
ecrease in film thickness �1–19�. The Kelvin–Clapeyron model
as been used frequently to theoretically describe liquid-vapor
hase-change processes, contact line motion and stability in heat
ransfer �e.g., �11��. We note that, since the disjoining pressure
cales with thickness as �−n �n=3 for ��20 nm and n=4 for �

20 nm� with a potential limit of a monolayer, the interfacial
ressure jump can be enormous. We note that the transition thick-
ess is gradual not sharp. However, in our case, since we expect a
etardation effect for the thicknesses observed during the isother-
al and nonisothermal states of the two working fluids �pentane

nd octane� at the heat fluxes studied, we believe that �−4 best
escribes the retardation effect. Herein, by studying almost pure
ystems with relatively low heat fluxes and modest pressure
umps, we demonstrate the effect of the contact line thickness and
oncentration on the relative importance of the disjoining pressure
nd the surface shear stress.

The experimental work discussed above is usually limited by
he resolution of the optical techniques used. In addition, experi-

ental data incorporating the purity of the working fluid, and its
nfluence on the spreading characteristics and microscale heat
ransfer is sparse. Herein, using high spatial resolution experimen-
al data, which incorporates nonidealities, such as impurities, in
he working liquid, we compare the experimental results of an
vaporating extended meniscus of 99+% pure octane to that of
entane of a higher purity on a quartz surface in a constrained
apor bubble heat exchanger. Using an image analyzing technique
e.g., �1��, we compared the adsorbed film thickness, apparent
ontact angle, and pressure fields of the highly pure pentane and
elatively less pure octane menisci upon evaporation. It was found
hat for the two systems the disjoining pressure has a different role
n the spreading characteristics of the fluids. Using the high-
esolution experimental data and a simple velocity distribution
odel, we evaluated the Marangoni shear stress in the thin-film

egion of the relatively less pure octane meniscus and demon-
trated that it is more important than the disjoining pressure at the
eat flux studied. An emphasis on the effect of impurities on the
preading characteristics of the working fluid is made.

xperimental Setup
To avoid added contaminants, the simple clean cuvette made of

used silica, �square cross section, inside dimensions 3 mm
3 mm, outside dimensions 5.5 mm�5.5 mm, length 43 mm� in

ig. 1 was used, which eliminated the complications associated
ith the previously used �1� pressure transducer and vacuum in-

ide the cuvette. The cuvette was filled partially with a working
uid inside a glove bag under an ultrafine nitrogen environment.
thermoelectric heater was attached at the top end of the cuvette

x=−1 mm�. The cuvette was closed using a Teflon® stopper at
he bottom of the cuvette. Therefore, the working fluid was in
ontact with a mixture of its vapor and noncondensable gases at
tmospheric pressure forming a constrained vapor bubble. We be-
ieve that the presence of noncondensables would not affect the
ocal comparison of the two systems. A series of thermocouples,
o measure the axial temperature profile, were attached along the
ength of the quartz cuvette. The entire cuvette assembly was at-
ached to a precision, three-way translation stage on an air-
uffered vibration control bench. The translation stage allowed us
o focus the microscope at any desired position along the extended

eniscus formed in the corners of the cuvette.

xperimental Procedure
In the experimental system, liquid from the pool at the bottom

f the cuvette rises along the corners of the cuvette due to capil-
ary and disjoining pressure forces and thereby forms a continuous
xtended meniscus in the corners of the cuvette �see Figs. 1�a� and
�b��. To study the fluid flow and evaporation, we changed the

eater power from isothermal �reference� state to Qin=0.076 W.

ournal of Heat Transfer
The resulting movement of the meniscus due to evaporation was
captured at the top end of the cuvette �x�0� and analyzed.

Monochromatic light ��=546 nm� from a mercury light source
was used to illuminate the cuvette through the objective of the
microscope. Naturally occurring interference fringes appeared
�see Fig. 2�, which were due to the reflection of light from the
liquid-vapor and the liquid-solid interfaces. Note that the variation
in the reflectivity is continuous. A charge-coupled device �CCD�
camera with a maximum frame rate of 30 frames per second was
used to capture the reflectivity images of the receding and advanc-
ing menisci. The captured images were digitized using a data ac-
quisition card �DT3155- MACH Series Frame Grabber� to give
the thickness profiles as described in �1�.

Observations
Two types of fluids, a highly pure pentane �purity�99.8% � and

a relatively less pure octane �purity�99% �, were used as the
working fluids in the experimental system. We believe the impu-
rity present in the “as-received” octane to be an alkane of higher
chain length. The vendor does not provide the details of the im-
purity �or impurities�, and hence, the authors cannot furnish the
exact composition details of the as-received octane. A comparison
of the physical properties between the two fluids is given in Table
1. For both the working fluids, a stationary isothermal meniscus
was considered as the reference state �Figs. 2�a� and 2�c� and I I�
in Fig. 3�. The thermoelectric heater at the top end of the cuvette
was turned on at time, t=3.26 s with a power input of Qin
=0.076 W. The reader should note that by applying a constant
heat flux at the top end of the cuvette, we neither have a constant
temperature nor a constant heat flux boundary conditions at the
liquid-solid interface, and the evaluation of the exact boundary
condition using complex numerical models is beyond the scope of
the paper. However, a numerical modeling paper is in preparation
that uses our data and gives the temperature and heat flux profiles
at the liquid-vapor interface. These numerical results give a tem-
perature profile with a dip and a heat flux spike at the liquid-solid

Fig. 1 „a… Schematic of the experimental system „inside di-
mensions 3 mmÃ3 mmÃ43 mm…, „b… cross-sectional view
„line AB in „a…… of the quartz cuvette. Gravity g is acting perpen-
dicular to the square cross section.
interface, which are similar to the experimental temperature pro-
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le presented by Sodtke et al. �12�. Figures 2�a� and 2�b� and
igs. 2�c� and 2�d�, respectively, show the reflectivity images of

he pentane and octane menisci during isothermal and nonisother-
al �pseudosteady� states captured at an axial location, x�0. The
ovement in the meniscus due to evaporation, starting from the

sothermal reference state to a new steady state, was monitored by
bserving the distance traveled ��0.1 �m� by the zeroth dark fringe

Fig. 2 Reflectivity images illustrati
octane menisci due to change in the
meniscus „t=2.86 s…, „b… nonisother
niscus „t=500 s…, „c… isothermal o
nonisothermal „pseudosteady state…
tivity images were captured at an ax

Table 1 Physical properties of pentane and octane †27,28‡

roperties at 25°C Pentane Octane

urity �%� �99.8 �99
oiling point, °C 36 126

�refractive index� 1.358 1.398
�density�, kg/m3 621 699
�surface tension�, N/m 0.0155 0.0211

1 �thermal conductivity�, W/mK 0.113 0.128
�kinematic viscosity�, m2/s 3.61�10−7 7.28�10−7

ig. 3 Illustration of the zeroth dark fringe movement due to
hange in the heater power. II�: Isothermal reference state, R-1:

eceding cycle, and A-1: advancing cycle.

478 / Vol. 129, NOVEMBER 2007
�thickness, �=0.1 �m, see Fig. 2�a�� with respect to its position in
the isothermal reference state. The sign convention for the dis-
tance traveled is shown in Fig. 3, where a negative distance im-
plies the 0th dark fringe is in a region “behind” the reference state
�between I I� and the cuvette corner� and a positive distance im-
plies the 0th dark fringe is in a region in “front” �ahead� of the
reference state �region on right side of I I��. The velocity of the
interference fringe at �=0.1 �m of the meniscus �Ui� was calcu-
lated from the change in the measured distance ��0.1 �m� between
times ti−1 to ti by

Ui =
��0.1 �m�i − ��0.1 �m�i−1

ti − ti−1
�1�

The maximum relative error associated with Ui is estimated to
be ±2.6% and that with �0.1 �m is ±1.8%. Figure 4 shows the
comparison of the profiles of the distance traveled by the pentane
and the octane menisci as a function of time, and Fig. 5 shows the
comparison of Ui as a function of time. Based on the �0.1 �m and
Ui, the meniscus movement for both the working fluids can be
classified into different regimes. A detailed explanation on the
different regimes of the pentane meniscus movement due to
evaporation is given in Ref. �2�. The results presented here are
mainly a comparison between highly pure pentane and relatively
less pure octane, and is an extension of research presented in Ref.
�2�. A brief overview and comparison of the pentane and octane
menisci movements is given below. The reader should note that
the phenomenon is completely reproducible. However, the timing
data presented below is a strong function of the room temperature
and, hence, the authors could not provide error bars on the time
instances.

1. Isothermal state, 0� t�3.26 s �segment A1B1 in Figs. 4�a�
and 5�a� for the pentane meniscus and segment AB in Figs. 4�b�
and 5�b� for the octane meniscus�. During this period, the pentane
and the octane menisci were stationary ��0.1 �m=0� and at iso-
thermal conditions �Qin=0�. Hence, the velocity was zero �Ui

=0�. Figures 2�a� and 2�c� represent the reflectivity images of the

the movement of the pentane and
ater power: „a… isothermal pentane

l „pseudosteady state… pentane me-
ne meniscus „t=1.21 s…, and „d…
tane meniscus „t=234.4 s…. Reflec-
location of xÉ0 „near the heater….
ng
he

ma
cta
oc

ial
pentane and octane menisci during the isothermal state.
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2. Receding cycle �segment B1C1 in Figs. 4�a� and 5�a� for the
entane meniscus and segment BCDE in Figs. 4�b� and 5�b� for
he octane meniscus�. At t=3.26 s, the heater power was changed
rom Qin=0–0.076 W. Because of the heat flux entering the sys-
em, and subsequent evaporation, the pentane and the octane me-
isci receded toward the corner of the quartz cuvette, as shown in
ig. 4. The pentane meniscus attained maximum recession at t
8.84 s, whereas the octane meniscus attained maximum reces-

ion at t=200.5 s �point E in Fig. 4�b��. The difference in the time
nstants is due to higher volatility, purity and strong adhesion of
entane with the underlying quartz surface as compared to that of
ctane. Also, for t�200.5 s, the octane meniscus remained “sta-
ionary” with negligible velocity �0.009 �m/s�, whereas the pen-
ane meniscus “advanced.” For pentane �Fig. 5�a��, in the time
nterval 3.26� t�5.71 s, the meniscus accelerated toward the cor-
er and in the time interval 5.71� t�8.84 s, the meniscus decel-
rated towards the corner. For octane �Fig. 5�b��, in the time in-
erval 3.26� t�7.33 s, the meniscus accelerated toward the
orner and in the time interval 7.33� t�200.5 s, the meniscus
ecelerated toward the corner.

3. Advancing cycle �segment C1D1 in Figs. 4�a� and 5�a��. For
entane, at t=8.84 s, the meniscus stopped receding. The reader
hould note that the heater power is still on at 0.076 W and the
eniscus is still being evaporated. During this cycle, the meniscus

dvanced �or moved away from the corner of the cuvette�. The
nterfacial velocities during this cycle indicate that in the time
nterval 8.84� t�10.47 s, the meniscus accelerated and in the
ime interval 10.47� t�50 s, the meniscus decelerated in the di-
ection away from the cuvette corner. However, for octane, we did
ot observe an advancing cycle.

4. Pseudosteady state, �segment D1F1 in Figs. 4�a� and 5�a� for
he pentane meniscus and segment EF in Figs. 4�b� and 5�b� for

ig. 4 Comparison of profiles of the distance traveled as a
unction of time by „a… the pentane meniscus and „b… the oc-
ane meniscus
he octane meniscus�. For pentane, during time, t�50 s, the 0th

ournal of Heat Transfer
dark fringe in the meniscus slowly advanced with negligible ve-
locity �average velocity of the pentane meniscus was 0.09 �m/s�.
For t�408 s, the location of the 0th dark fringe in the pentane
meniscus surpassed the isothermal reference state, i.e., ��0.1 �m
=0� �see Fig. 4�a� point E1�. For pentane, the pseudosteady state
regime is due to an imbalance in the capillary pressure in the
thicker region and the disjoining pressure in the thinner region,
which results in a net force acting toward the adsorbed film re-
gion. Hence during the pseudosteady state, the meniscus advanced
slowly with an average velocity, Ui,avg=0.09 �m/s, and as a re-
sult, we have a “creeping” evaporating pentane meniscus. Figure
2�b� represents the reflectivity image of the creeping evaporating
pentane meniscus at t=500 s.

For octane, during t�200.5 s, the meniscus remained almost
stationary �Ui,avg=0.09 �m/s�, and hence, during the pseu-
dosteady state we have a “stationary” evaporating octane menis-
cus. In this case, the pseudosteady state regime is due to weaker
interactions between octane and quartz �discussed below� and the
Marangoni flow near the adsorbed film region. Figure 2�d� repre-
sents the reflectivity image of the “stationary” evaporating octane
meniscus at t=234.4 s.

The reader should note that the pseudosteady state behavior of
both the menisci, which is the main focus of this paper, is inde-
pendent of the capacitance of the underlying solid and any drift in
the saturation temperature of the working fluid. The meniscus
movement of the working fluid at large time scale mainly depends
on the wettability of the fluid with the quartz surface and also on
the magnitude of the adsorbed film thickness.

Data Analysis
A detailed description of the determination of the meniscus

thickness from the meniscus reflectivity image is given in Refs.

Fig. 5 Comparison of profiles of the velocity of the interfer-
ence fringe at �=0.1 �m as a function of time of „a… the pen-
tane meniscus and „b… the octane meniscus
�1,2�. Figure 6 shows the comparison of thickness profiles of the
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entane meniscus at the isothermal state �t=2.86 s� and noniso-
hermal �pseudosteady� state �t=163.2 s�. Figure 7 shows the
omparison of thickness profiles of the octane meniscus at the
sothermal state �t=1.21 s� and nonisothermal �pseudosteady�
tate �t=234.4 s�. The horizontal resolution of each pixel used to
easure the continuous variation in the reflectivity is 0.177 �m.
To calculate the pressure gradient and the Marangoni stresses

xisting along the length of an evaporating meniscus, we need to
etermine the first ����, second ����, third ���� and fourth ����
erivatives of the thickness profiles ���y��. The thickness profile
btained from the technique described in Ref. �1� contains noise.
herefore, a smoothing spline function with tolerance �tol� given
y, tol=a�4, was used to remove noise in the thickness profile and
erive its successive derivatives with respect to y. The value of a
s determined such that the absolute error in the curve fitting is
ithin 3% �as shown in Fig. 7�b�� and ��, �� are piecewise

ontinuous. To check the sensitivity to accuracy ratio, we ob-
erved that for 1% change in the relative error in the thin-film
egion, the �� changed by 2.5%.

The curvature profiles for the thickness profiles presented in
igs. 6 and 7 are shown in terms of capillary pressure, 	K �where
is the surface tension and K is the curvature of the meniscus� in

ig. 8, where Fig. 8�a� compares the capillary pressure profiles of
he pentane and octane menisci during isothermal state and Fig.
�b� compares the capillary pressure profiles of the pentane and
he octane meniscus during the nonisothermal �pseudosteady�
tate. In Fig. 8, we see that the curvature is zero in the adsorbed

ig. 6 „a… Comparison of thickness profiles of the pentane me-
iscus at „i… isothermal state „t=2.86 s…, „ii… nonisothermal
pseudosteady… state „t=163.2 s…, and „b… expanded scale in
he contact line region
hin-film region �large relative distance�. For the isothermal state,

480 / Vol. 129, NOVEMBER 2007
the curvature increased to a constant maximum value �KT� as the
thickness increased �or as the relative distance decreased�. Using
the values of 	KT and adsorbed film thickness ��0�, we character-
ized the surface with respect to the working fluid by estimating
the retarded dispersion constant of the quartz-liquid-air/vapor sys-
tem. The reader should note that a significant discrepancy in the
values of the experimental or actual retarded dispersion constant
due to the presence of impurities and solid particles in the work-
ing fluid and due to nonidealities in the experimental system exist
compared to the ideal dispersion constant. A brief discussion on
the experimental evaluation of the deviation between the ideal and
actual retarded dispersion constants follows.

The value of the ideal dispersion constant is a function of the
bulk refractive indices and the dielectric constants of the three
phases. The average value of the ideal dispersion constant for the
as-received octane-air-quartz system obtained from the Lifshitz
theory is −1.42�10−29 Jm. Since our experimental system is not
ideal, we evaluate the dispersion constant using the experimental
data, as explained in Ref. �1�. Using the experimental values of
the adsorbed film thickness ��0� and the curvature in the thicker
part of the meniscus �KT� for the as-received octane experimental
system at isothermal conditions, the average dispersion constant
�Bavg� was found to be equal to −9.07�10−29 Jm over the thick-
ness range studied. We observe that the experimentally obtained
retarded dispersion constant is fairly close to its ideal value. The
observed deviation can be attributed to the impurities in the as-
received octane, which has a purity �99% and very small sus-

Fig. 7 „a… Comparison of thickness profiles of the octane me-
niscus at „i… isothermal state „t=1.21 s…, „ii… nonisothermal
„pseudosteady… state „t=234.4 s… and „b… expanded scale in the
contact line region
pended particles.
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To evaluate the influence on the dispersion constant due to the
resence of solid particles in the fluid and on the surface, we did
n additional experimental study by adding platinum nanopar-
icles �average diameter of �50 nm� to the as-received octane. A
omparison of the reflectivity images of the isothermal as-
eceived octane and as-received octane containing platinum nano-
articles with a diameter of �50 nm is shown in Fig. 9�a� and
ig. 9�b�, respectively. Clearly, we see the capillary action of oc-

ane around the platinum nanoparticles due to increase in the sur-
ace area because of nanoparticles. The capillary action disap-
eared on complete dry out �see Fig. 9�c��, which confirmed that
he particles present on the quartz surface are platinum and of size

50 nm. Liquid thickness profiles, especially the adsorbed film
hickness in the later case, is now a function of local concentration
f the particles adhered to the solid wall. Hence, we choose an
rea of interest �shown by the dotted rectangles in Fig. 9� and
erformed the data analysis procedure to obtain the thickness pro-
les. A comparison of thickness profiles in the extended region is
hown in Fig. 9�d� �26�. Clearly, we see an increase in the ad-
orbed film thickness due to the presence of platinum nanopar-
icles on the solid surface and within the liquid. Based on the
ncrease in the adsorbed film thickness, the experimentally mea-
ured retarded dispersion constant of the octane meniscus changed
rom −9.07�10−29 Jm to −3.81�10−28 Jm with the ideal retarded
ispersion constant of pure octane at −1.42�10−29 Jm. We note
hat the ability to see small particles is a strong function of the
ize of the particles and the thickness of the thin liquid film.

In the case of pentane, we observed significant deviation from
he ideal value due to the presence of finer particles and enhanced

ig. 8 Comparison of capillary pressure profiles of the pen-
ane and octane menisci during „a… isothermal and „b… noniso-
hermal states
apillary action around these particles �as pentane wets more than

ournal of Heat Transfer
Fig. 9 „a… Isothermal octane meniscus on the quartz surface,
„b… isothermal octane meniscus containing Pt nanoparticles
„È50 nm… on the quartz surface, „c… reflectivity image of quartz
surface containing Pt nanoparticles „È50 nm… after complete
dryout, and „d… comparison of thickness profiles of the octane
meniscus and octane meniscus containing Pt nanoparticles
during isothermal state in the contact line region †26‡
NOVEMBER 2007, Vol. 129 / 1481
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ctane�, which resulted in higher values of the adsorbed film
hickness. We also note that an error in the measured adsorbed
lm thickness due to interfacial temperature jumps could result in
larger than expected value of the dispersion constant. As de-

cribed in our previous studies Ref. �1�, a possible uncontrollable
nterfacial temperature jump of the order of 10−4 K could cause an
rror in thickness of �0 of 100% and a large error in the retarded
ispersion constant. However, this temperature effect is negligible
or the as-received octane due to its higher boiling point and,
ence, we obtained a closer match in the ideal and actual retarded
ispersion constant for as-received octane. The average experi-
ental retarded dispersion constant of the system with pentane as

he working fluid is −8.71�10−28 Jm �Bavg,pentane� and its ideal
ispersion constant from Lifshitz theory is −2.825�10−29 Jm. Al-
hough further detailed studies are needed to quantify these devia-
ions and hence achieve a better understanding of the value of the
ispersion constant, we emphasize that an error incorporated in
he value of the dispersion constant does not effect the conclu-
ions obtained, which depend on the change of � from the iso-
hermal reference state. The in situ experimental values of the
etarded dispersion constant obtained for both systems are useful
n estimating the disjoining pressure contribution to the pressure
ump across the interface during the isothermal and nonisothermal
tates of the meniscus movements, as shown later.

esults and Discussion

Adsorbed Film Thickness, �0. Plots of the variation of the
dsorbed film thickness with time for both the pentane �from Ref.
2�� and the octane menisci are shown in Figs. 10�a� and 10�b�,
espectively. For pentane, during the isothermal state, the ad-
orbed film thickness was constant at 52 nm �see Fig. 10�a��. Dur-
ng recession, the adsorbed film thickness decreased due to the
eat flux entering the system. During advancement, the adsorbed
lm thickness decreased further to a minimum value of 17 nm at
=10.2 s. As the meniscus advanced further, 10.2� t�50 s, the
dsorbed film thickness increased. During the pseudosteady state,
�50 s, the adsorbed film thickness remained nearly constant at
4 nm, which is less than the isothermal value ��0,iso=52 nm�.
his shows that the disjoining pressure �−Bavg,pentane/�0

4� in the
dsorbed film region during the pseudosteady state was signifi-
antly higher than that during the isothermal state. Since the cap-
llary pressures in the thicker regions increase a small amount and
n equal amount for the isothermal and the pseudosteady states
see Figs. 8�a� and 8�b��, there is an imbalance between the dis-
oining pressure in the thin-film region and capillary pressure in
he thicker region that causes fluid flow and the pentane meniscus
o advance during evaporation and, hence, results in the pseu-
osteady state for the highly pure pentane meniscus.

For relatively less pure octane, during the isothermal state, the
dsorbed film thickness was constant at 30 nm �see Fig. 10�b��.
uring recession, the adsorbed film thickness decreased until it

eached a minimum of 21 nm at t=65.13 s. For time, 65.13� t
200.5 s, the adsorbed film thickness increased. During the pseu-

osteady state, t�200.5 s, the adsorbed film thickness remained
early constant at 26 nm, which is only slightly lower than the
alue obtained for the isothermal state. This implies that the dis-
oining pressure �−Bavg,octane/�0

4� in the adsorbed film region dur-
ng the pseudosteady state was slightly higher than that during the
sothermal state. Also, the contribution of disjoining pressure for
uid flow in the evaporating, stationary octane meniscus is less
ompared to the evaporating, creeping pentane meniscus as shown
ater.

Slope Angle at �=0.1 �m, �0.1 �m. For a completely wetting
orner meniscus, slope angles or apparent contact angles are quite
ften measured at a thickness of 0.1 �m �or the zeroth dark fringe
n the interference pattern�. A zero slope angle of a liquid on a

olid surface ��0.1 �m=0� implies the liquid completely wets the

482 / Vol. 129, NOVEMBER 2007
underlying solid surface. However, in the current experimental
system, the shape of the corner meniscus gives a finite value to the
apparent contact angle at �=0.1 �m for a completely wetting sys-
tem. Plots of the variation of slope angle profiles of the pentane
and the octane menisci with the evaporation cycles are shown in
Figs. 11�a� and 11�b�, respectively. For pentane and octane, the
average slope angles during the pseudosteady state are both higher
due to the small increase in curvature than that during the isother-
mal state. Hence, the curvature characteristics of the pentane and
octane menisci during the nonisothermal �pseudosteady� state are
similar.

Liquid Pressure, Pl. The liquid pressure Pl in the pentane and
octane menisci during the nonisothermal state can be obtained
from the augmented Young–Laplace equation given by

Pl = Pv − 	K − � �2�

where Pv is the total pressure in the vapor space, 	K is the cap-
illary pressure, and � is the disjoining pressure equal to −Bavg/�0

4.
Figure 12 shows the comparison of the disjoining pressure profiles
of pentane and octane menisci during isothermal and nonisother-
mal states. From Figs. 8�a� and 12�a�, we see that both the dis-
joining pressure and capillary pressure profiles of the isothermal
pentane meniscus are comparable to that of the octane meniscus.
However, during evaporation �nonisothermal state�, the disjoining
pressure profiles �see Fig. 12�b�� changed significantly for highly
pure pentane compared to relatively less pure octane, whereas the
capillary pressure profiles �see Fig. 8�b�� still remained compa-

Fig. 10 Comparison of adsorbed film thickness profiles as a
function of time of „a… the pentane meniscus and „b… the octane
meniscus
rable to each other. Hence, the disjoining pressure �or the inter-

Transactions of the ASME
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olecular interactions between pentane and quartz� in the ad-
orbed film region was stronger for the creeping, evaporating
entane meniscus than for the stationary, evaporating octane
eniscus.
Figure 13 compares the liquid pressure profiles of the pentane

nd octane menisci during nonisothermal states. Pv was obtained
y adding the vapor pressure of the working fluid �at a tempera-
ure measured using the thermocouple at the top of the cuvette� to
he atmospheric pressure. From Fig. 13, we see that, for pentane,
here is a net liquid flow toward the adsorbed film region �or large
elative distance� and, hence, the evaporating meniscus advanced
way form the corner of the cuvette due to an imbalance in the
isjoining pressure in the adsorbed film region and the capillary
ressure in the thicker meniscus region. This resulted in a creep-
ng, evaporating pentane meniscus as described earlier. However,
or octane, there is a pressure barrier for liquid flow toward the
dsorbed film region, shown by segment BC in Fig. 13. The rea-
on for segment BC for octane is due to weaker intermolecular
nteractions between the octane and the underlying quartz surface,
s shown by small increase in �0, and is given by the disjoining
ressure profile in Fig. 12�b�. This resulted in a stationary, evapo-
ating octane meniscus.

Marangoni Shear Stress and Concentration Profiles. Using
he experimentally obtained thickness profiles and a simple model
or velocity distribution, we can evaluate the surface tension gra-
ient along the length of the stationary, evaporating, less-pure

ig. 11 Comparison of profiles of the slope angle at �
0.1 �m as a function of time of „a… the pentane meniscus and

b… the octane meniscus
ctane meniscus.

ournal of Heat Transfer
Neglecting inertia terms and the z component �perpendicular to
y� velocity, the Navier–Stokes equation for the velocity in the y
direction �u� is given by

�
d2u

dz2 =
dPl

dy
�3�

where � is the dynamic viscosity of the octane meniscus and Pl is
the liquid pressure given by Eq. �2�. Equation �3� was solved
using the following boundary conditions:

At z = 0, u = 0 �zero slip at the solid-liquid interface�

Fig. 12 Comparison of disjoining pressure profiles of the pen-
tane and octane menisci during „a… isothermal and „b… noniso-
thermal states

Fig. 13 Comparison of liquid pressure profiles of the pentane

and octane menisci during nonisothermal state

NOVEMBER 2007, Vol. 129 / 1483
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z = ��y�, zy =
d	

dy
�4�

The second boundary condition implies that the shear at the
nterface is due to the surface tension gradient at the liquid-vapor
nterface, which describes the concentration driven Marangoni
tresses. As the as-received octane was less pure �purity�99%,
igma Aldrich®� than pentane �purity�99.8% �, we have Ma-
angoni stresses in the stationary, evaporating octane meniscus
ue to the presence of impurities and distillation. Solving Eq. �3�
long with Eqs. �2� and �4�, we have

u =
1

�

dP1

dy
� z2

2
− z�	 +

z

�
	� �5�

Equation �5� can be averaged over the thickness �, as given by

uavg =
1

��



0

� �dP1

dy
� z2

2
− z�� + z	�	dz �6�

For the apparently stationary evaporating octane meniscus with
arangoni stresses, we postulate that uavg could be equal to zero

ue to recirculation in a region near the adsorbed film region
segment BC in Fig. 13�. For uavg=0 in Eq. �6�, we have

	� =
2�

3

dP1

dy
or 	�y� =
 2�

3

dP1

dy
dy + C1 �7�

here C1 is a constant of integration. As a numerical example, for
he region left of point B in Fig. 13, we assume a constant surface
ension region, and for the region right of point B, we have a
ariation in surface tension given by Eq. �7�. A zero average ve-
ocity in segment BC can be imagined as the sum of two flows: �i�
ow from C to B due to pressure gradient �Fig. 13�, and �ii� flow
rom B to C due to surface tension gradient such that the net flow
s zero. As dPl /dy�0, near the adsorbed film region �segment
C�, we can assume the impurity to be a higher-order alkane, for
xample nonane. A plot of the variation of surface tension as a
unction of the meniscus length is given in Fig. 14, from we
bserve that the adsorbed film region is not entirely pure and
ontains impurities in very small quantities. We can obtain the
oncentration profile of the meniscus in terms of mole fraction of
onane �x2� using the mixture rule,

	 = �1 − x2�	1 + �x2�	2 �8�
here subscripts 1 and 2 in Eq. �8� refer to octane and nonane,

espectively �	1=21.1 mN/m and 	2=22.38 mN/m�. Based on
he results presented in Refs. �14–18�, the experimental observa-
ions and our own in-progress modeling, the authors believe that
he concentration-induced Marangoni effect is more significant

ig. 14 Variation in the surface tension „�… and the change in
ole fraction of nonane „�x2… with the length of the octane
eniscus during nonisothermal „pseudosteady… state for the

tationary meniscus condition
ompared to the temperature-induced Marangoni effect. A detailed

484 / Vol. 129, NOVEMBER 2007
modeling is required for the estimation of the temperature gradi-
ent along the length of the interface. However, by not considering
the contribution of the temperature portion of the Marangoni ef-
fect from the temperature gradient �which decreases the surface
tension gradient�, we are demonstrating the effect of a concentra-
tion variation in a liquid-vapor interface due to evaporation. The
concentration profile obtained herein provides an example of a
level of impurity that can exist along the length of the interface at
the heat flux studied in an apparently pure octane meniscus with-
out the need of a detailed modeling. A plot of the change in mole
fraction of nonane ��x2� with reference to its bulk concentration
as a function of meniscus length is given in Fig. 14, where we see
the presence of high boiling impurities in the adsorbed film region
�beyond point C in Fig. 14�. Hence, the presence of impurities in
the working fluid affects the composition and thickness �increase�
of the adsorbed film region and thus can have a significant effect
on the spreading characteristics of an apparently pure octane
meniscus.

Although we cannot accurately estimate the flow due to 	� at
this time �using Eq. �6��, assuming 	�=0, we can estimate the
local evaporative heat flux �q�� from Eq. �9� and the measured
thickness profile. For the studied octane and pentane systems, the
average values of q� evaluated at �=0.84 �m were 2.15
�104 W/m2 and 1.87�105 W/m2, respectively. This would be
enhanced by 	��0

q� = hfg
d

dy
���uavg� �9�

Further modeling, including the temperature and concentration
effects on the interfacial surface tension, is essential for the un-
derstanding of the underlying phenomena and is currently in
progress. The main purpose of this paper is to demonstrate, ex-
perimentally, the large effect that a small amount of a second
component has on the relative effects of disjoining pressure and
	�.

Conclusions

1. Using image analyzing interferometry, the thickness profile,
in the range of �0 �adsorbed thickness� ���3 �m, at the
leading edge of an evaporating meniscus with phase change,
was measured for a 99+% pure octane and compared to that
of pentane of higher purity ��99.8% �. Significant differ-
ences between the two systems were observed. The pentane
meniscus initially receded and eventually advanced beyond
the isothermal location, whereas the octane meniscus re-
ceded and remained stationary behind the isothermal loca-
tion.

2. The measured pressure field for the isothermal and noniso-
thermal pentane and octane menisci gives insight into the
spreading characteristics of both the systems studied.

3. The differences in the meniscus behavior of the two systems
are attributed to Marangoni stresses in the lower purity oc-
tane and significant disjoining pressure level in the pure pen-
tane.

4. The disjoining pressure at the leading edge controlled the
creeping, evaporating, highly pure pentane system, whereas
its effect on the “stationary,” evaporating, less pure octane
was small for the fluxes studied.

5. For relatively less pure octane, flow was controlled by Ma-
rangoni shear stresses.

6. Using the experimental data and a simple model for the
velocity distribution near the adsorbed film region, we were
able to evaluate the effect of a surface tension gradient and a
maximum impurity level of 1.1% for the octane meniscus.

7. The impurity levels at the contact line region observed in the
octane meniscus are a function of the heat flux and arise due
to evaporative distillation of the relatively less pure octane

meniscus.
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omenclature
Bavg � average retarded dispersion constant, Jm

C1 � constant of integration in Eq. �7�
�x2 � change in mole fraction of nonane

g � acceleration due to gravity, m/s2

K � curvature, m−1

KT � constant curvature in the thicker meniscus re-
gion, m−1

P � pressure, Pa
t � time, s

Qin � heater power input, W
Ui � velocity of the interference fringe at

�=0.1 �m, �m/s
x � axial location, mm
y � relative distance perpendicular to the contact

line, �m

reek Symbols
� � film thickness, �m

�0 � adsorbed film thickness, nm
� � dynamic viscosity, kg/m s
� � disjoining pressure, N / m2

�0.1 �m � distance traveled by the meniscus, �m
	 � surface tension of the liquid, N/m

�0.1 �m � slope angle at �=0.1 �m, deg
 � shear stress at the liquid-vapor interface, N/m2

ubscripts
1 � octane
2 � nonane

avg � average
i � ith time instant
l � liquid

min � minimum
v � vapor/air
0 � reference state �adsorbed film region�

0.1 �m � parameters taken at �=0.1 �m
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Effect of Vapor Velocity on
Condensation of Low-Pressure
Steam on Integral-Fin Tubes
Experimental data are presented for forced-convection condensation of low-pressure
steam on a set of single, integral-fin tubes. The five tubes had fin-root diameter of
12.7 mm and identical fin geometry except for fin spacing, which was varied from
0.25 mm to 2 mm. The range of vapor velocity was 14.7–62.3 m/s at an absolute pres-
sure of 14 kPa. Heat-transfer enhancement was a strong function of both vapor velocity
and fin spacing, and the interrelationship of the two parameters led to complex trends in
the data. Observations of the extent of condensate flooding (i.e., condensate trapped
between the fins at the bottom of the tube) indicated that the effect of vapor shear on
flooding was a significant controlling factor in the heat-transfer process, and this factor
explained, at least quantitatively, the trends observed. �DOI: 10.1115/1.2764085�

Keywords: condensation, heat transfer, fin tubes, vapor velocity
ntroduction
When quiescent vapor condenses on an integral-fin tube, two
echanisms influence the flow of condensate on, and hence the

eat transfer to, the tube. Surface tension induced pressure gradi-
nts drain condensate from the tips and flanks of the fins, thinning
he film and enhancing the local heat transfer. Additionally, con-
ensate retention in the interfin spaces at the bottom of the tube
eads to a thickening of the condensate film on this part of the tube
ausing a decrease in the heat transfer. When significant vapor
elocity is present, vapor shear at the condensate interface will
urther effect the condensate flow. The combined effects of vapor
hear and surface tension on the heat transfer to integral-fin tubes
ave received some attention in the literature but as yet their in-
eraction is not fully understood.

Michael et al. �1� presented data for condensation of R-113 and
team on three integral-fin tubes and a plain tube. Vapor velocities
anged from 0.4 m/s to 1.9 m/s for R-113 at atmospheric pres-
ure and 4.8–31.5 m/s for steam at approximately 12 kPa.2 For
oth fluids, the relative increase in heat-transfer coefficient due to
apor velocity was smaller for the finned tubes than for the plain
ube. Cavallini and co-workers �2,3� observed the same trend
hen condensing R-113 and R-11 at approximately 1 and 2 atm,

espectively, on three finned tubes and at vapor velocities up to
0 m/s.

Namasivayam and Briggs �4–6� presented experimental data
or forced-convection condensation of steam at atmospheric pres-
ure and ethylene glycol at 15 kPa, respectively, on a total of nine
ingle, integral-fin tubes. Vapor velocities up to 10 m/s were ob-
ained for steam and up to 22 m/s for glycol. The tube geometry
as the same in all cases except for fin spacing, which was varied

rom 0.25 mm to 2 mm, and fin height, which was varied from
.5 to 1.6 mm. In almost all cases, it was found that the vapor-
ide enhancement ratio �defined as the vapor-side, heat-transfer
oefficient for a finned tube based on the fin-root diameter, di-
ided by that for a plain tube with diameter equal to the fin-root
iameter of the finned tubes, at the same vapor-side temperature

1Corresponding author.
2Throughout this paper, all vapor velocities are based on the cross-sectional area

f the test section upstream of the test tube and all pressures are absolute.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received September 3, 2006; final manuscript

eceived March 8, 2007. Review conducted by Raj M. Manglik.
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difference and vapor velocity� decreased with increasing vapor
velocity. For ethylene glycol condensing on two tubes with the
highest fin densities, however, the extent of condensate flooding
was reduced with increasing vapor velocity and this was accom-
panied by an increase in enhancement ratio.

In Ref. �7�, Cavallini and co-workers correlated their own data
from �2,3� using an approach which incorporated the zero vapor
velocity model of Briggs and Rose �8� at low vapor velocity and
an empirical relation involving the film and vapor Reynolds num-
bers at high vapor velocity. The model predicted their own data to
within 15%, but was less successful at predicting the steam data of
Michael et al. �1�, presumably because the empirical constants in
the model were obtained from their own data for refrigerants.

In the present paper, new experimental data will be presented
for condensation of steam on five integral-fin tubes with varying
fin spacing. Vapor velocities, up to 60 m/s, are higher than pre-
viously reported for finned tubes in the open literature. By extend-
ing the range of data, it is hoped that an insight can be gained into
the fundamental process governing condensation on integral-fin
tubes with high vapor shear. The velocities and pressures used are
also similar to those found in industrial steam condensers.

Apparatus
The closed-loop, stainless steel test rig is shown in Fig. 1. Va-

por was generated in electrically heated boilers �maximum power
60 kW� and directed vertically downward through a calming sec-
tion, before flowing over the horizontal test condenser tube. The
internal diameter of the test section, and hence the length of tube
exposed to the vapor, was 70 mm. Excess vapor passed to an
auxiliary condenser from which the condensate returned to the
boiler by gravity. Pressure in the apparatus was controlled by a
vacuum pump attached to the auxiliary condenser. The required
pressure in the test section �approximately 14 kPa� was main-
tained by alternately pumping down, or bleeding small amounts of
air into, the auxiliary condenser well down stream of the test
section to lower or raise the pressure as required. The mass frac-
tion of air present in the vapor in the test section was continually
checked to ensure that no air was entering the test section from the
auxiliary condenser �or from any leaks in the apparatus�. This was
done by comparing the measured temperature and pressure and
assuming saturated conditions and the Gibbs–Dalton ideal gas
mixture equation.
The test condenser tube was mounted horizontally in the test

2007 by ASME Transactions of the ASME
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ection using PTFE �“Teflon”� bushes, which also served to insu-
ate the tube from the body of the test section. The tube was
ooled internally by water. PTFE inserts were used to insulate the
nside of the test tubes at entry to and exit from the test section, so
hat the inside and outside surface areas available to heat transfer
ere of equal length. A glass window in the test section allowed
bservation of the test condenser tube. Five copper tubes with
ectangular cross-section, integral fins were tested. All the tubes
ad an inside diameter of 9.4 mm, a diameter at the fin root of
2.7 mm, and fin height and thickness of 1.6 mm and 0.25 mm,
espectively. Fin spacings were 0.25, 0.5, 1.0, 1.5, and 2.0 mm. A
lain copper tube with inside diameter of 9.4 mm and outside
iameter of 12.7 mm was also tested.

The vapor velocity at approach to the test section was found
rom the measured power input to the boilers. A small predeter-
ined correction for the heat loss from the well-insulated appara-

us was included in the calculation. The vapor temperature was
easured using K-type thermocouples inserted in stainless steel

ubes in the test section and calibrated to better than ±0.1 K. The
oolant-flow rate through the test tubes, which was varied in the
ange of 10–40 l /min, was measured using variable-aperture,
oat-type flow meters with an uncertainty of ±0.5 l /min. The
ooling water temperature rise, from which the heat-transfer rate
o the test tube was calculated, was measured using a ten-junction
hermopile, with adequate isothermal immersion of the junctions
nd special coolant mixing arrangements. A predetermined small
orrection for the dissipative temperature rise of the cooling water
as incorporated in the calculation of the heat-transfer rate. The

stimated accuracy of the measurement of the coolant temperature
ise was better than ±0.01 K, while the coolant temperature rise

Fig. 1
as in the range of 0.4–1.2 K.

ournal of Heat Transfer
The vapor-side, heat-transfer coefficient was found by subtract-
ing the coolant and wall resistances from the measured overall
thermal resistance. To obtain a correlation for the coolant-side,
heat-transfer coefficient, a “modified Wilson plot” technique was
applied to the data for the plain tube. This involved selecting
expressions, containing unknown constants, for the vapor-side and
coolant-side, heat-transfer coefficients. The unknown constants
were found by minimizing the sum of squares of residuals �mea-
sured minus calculated values� of the vapor-to-coolant tempera-
ture difference. For the coolant side, an expression based on
Sieder and Tate �9� for turbulent flow inside tubes was adopted.

Nuc = a Rec
0.8 Prc

1/3� �c

�wi
�0.14

�1�

where a is a constant to be found. For the vapor side, an equation
based on Shekriladze and Gomelauri �10� as presented in Ref. �11�
was used.

Nu

Retp
1/2 = b� 0.9 + 0.728F1/2

�1 + 3.44F1/2 + F�1/4� �2�

where b is a constant to be found. The modified Wilson plot was
applied to the data for the plain tube �52 data points�, for which
Eq. �2� would be applicable. For these data, the values of a and b
were found to be 0.033 and 1.08, respectively. The value of a is
the same as obtained by Ref. �4� using data for atmospheric steam
and is slightly higher than the often quoted value of 0.027 for the
original work of Sieder and Tate �9� due to the short test tubes
used in the present investigation. Equation �1�, with a=0.033, was
used to analyze all of the data for both plain and finned tubes and

aratus
App
at all vapor velocities by subtracting the coolant-side and wall
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esistances from the measured overall resistance as described
bove. �Note that the finned tubes were manufactured with iden-
ical internal geometry to the plain tube, including inlet and exit
rrangements, so that the coolant-side correlation found from the
lain tube would be directly applicable to the finned tubes.�

An uncertainty analysis was carried out on the results using the
ethod of Kline and McClintock �12�. This method uses the esti-
ated uncertainties in the experimental measurements �e.g., in

oolant flow rate, coolant temperature rise, etc.� and calculates the
ropagation of these uncertainties in the reported results �e.g., heat
ux, vapor-side temperature difference, etc.�. Using this method
nd the uncertainties in the measured parameters given above, the
alculated uncertainty in the heat flux was never greater than 4%.
he uncertainty in the vapor-side, temperature difference arose
ainly from the use of Eq. �1� to calculate the coolant-side, ther-
al resistance. An uncertainty of 5% was estimated for this value,

ased on comparisons made in Ref. �13� between coolant-side
orrelations obtained by the modified Wilson plot method, as used
n the present case, and direct measurement of the tube wall tem-
erature using instrumented tubes with thermocouples embedded
n the walls. When the coolant-side thermal resistance dominates
he overall resistance, i.e., for highly enhanced tubes and at low
oolant flow rates, this relatively small uncertainty in the coolant-
ide coefficient translates into large uncertainties in the calculated
apor-side coefficient. For this reason, some of the low coolant
ow rate data for the most highly enhanced tubes were discarded.
o vapor-side data are reported where the uncertainty in the
apor-side temperature difference is greater than ±20% and in
ost cases it was considerably smaller than this.

esults
All tests were carried out at an absolute pressure of 14 kPa and

ests were repeated on separate days. Data were obtained for
ominal vapor velocities �based on the total cross-sectional area
f the test section� of 14.7, 30.5, 45.9, and 62.3 m/s for all six
ubes. Data were also obtained for additional, intermediate, vapor
elocities for some of the tubes where interesting trends in the
ata were identified.

Figure 2 shows the data for the plain tube, along with those of
amasivayam and Briggs �4� who condensed atmospheric pres-

ure steam on the same plain tube as that used in the present
nvestigation. Also shown in Fig. 2 are the theoretical lines of
usselt �14� for free convection and Shekriladze and Gomelauri

10�, who used the asymptotic, infinite condensation rate approxi-
ation to model the vapor shear at the liquid-vapor interface. The

Fig. 2 Plain tube results
usselt result can be written as

488 / Vol. 129, NOVEMBER 2007
Nu

Retp
1/2 = 0.728F1/4 �3�

while the result of Shekriladze and Gomelauri can be written �see
Ref. �11�� as

Nu

Retp
1/2 =

0.9 + 0.728F1/2

�1 + 3.44F1/2 + F�1/4 �4�

Note that Eq. �4� tends to Eq. �3� for large F �low vapor velocity�
and to Nu/Retp

1/2=0.9 for small F �high vapor velocity�. Both sets
of data are in broad agreement with Eq. �4� and with each other,
with the present results covering the lower values of F than the
previous data due to the higher vapor velocities obtained at low
pressure.

Figure 3 shows the plots of heat flux, based on the surface area
of a plain tube with fin-root diameter, against vapor-side tempera-
ture difference for each of the five finned tubes tested. Also shown
on each plot are the plain tube data for comparison and the theo-
retical result of Nusselt �14�. The lines on the plots are curve fits
to the data, which will be used later to evaluate heat-transfer en-
hancement ratios. The data show good repeatability, with points
from separate days but under the same conditions being indistin-
guishable. As noted above, the range of vapor-side temperature
differences reported for high vapor velocity was limited due to
uncertainties in the data at low vapor-side temperature difference.

All five tubes show enhancements in heat flux over the plain
tube at the same vapor velocity and vapor-side temperature differ-
ence. All the tubes, both finned and plain, show an increase in heat
flux at the same vapor-side temperature difference with increasing
vapor velocity. This is due to the enhancing effect of vapor shear,
which acts to thin the condensate film and hence decrease the
vapor-side thermal resistance. For the same reason, the plain tube
data lie above the theoretical result of Nusselt �14� for condensa-
tion of stationary vapor.

Figure 4 shows the plots of all the tubes for the four main vapor
velocities tested and reveals that the best performing tube differs
depending on vapor velocity. At the lowest vapor velocity of
14.7 m/s, the best performing tube was that with a fin spacing of
0.25 mm, in line with the findings of Namasivayam and Briggs
�4� who condensed atmospheric pressure steam on the same set of
five tubes used in the present investigation. At a velocity of
30.5 m/s, fin spacings of 1 and 1.5 mm gave the best perfor-
mance. At 45.9 m/s, the best performing tubes are those with fin
spacings of 0.5 and 1 mm. Finally, at 62.3 m/s the tube with
0.5 mm fin spacing is clearly the best.

Enhancement Ratios
A better understanding of the interrelated effects of vapor ve-

locity and fin spacing can be gained by quantifying the perfor-
mance of each fin spacing and at each vapor velocity by means of
a heat-transfer enhancement ratio. The data for all tubes and at all
vapor velocities were reasonably well fitted by equations of the
form

q = A�Tn �5�

where A and n are constants found for each tube and vapor veloc-
ity combination. For all tubes and vapor velocities, n was found to
be close to 1. This is in line with laminar theory for forced-
convection condensation on horizontal plain tubes. While better
fits could be obtained if the index was allowed to vary, fixing it at
1 for all cases has the advantage that it allows an enhancement
ratio to be calculated, defined as the vapor-side, heat-transfer co-
efficient for the finned tube based on the fin-root diameter, divided
by that for the plain tube, at the same vapor-side, temperature
difference, and vapor velocity, which is independent of vapor-

side, temperature difference. Thus,

Transactions of the ASME
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�plain
�

same �T and Uv

= �qfinned

qplain
�

same �T and Uv

= �A�n = 1�finned

A�n = 1�plain
�

same Uv

�6�

igure 3 shows the best fit lines with n=1. Enhancement ratios
ere calculated on the above basis for each of the finned tubes

nd at each of the vapor velocities tested. Table 1 lists the values
btained for the five tubes tested. Values for Aplain for vapor ve-
ocities at which the plain tube was not tested were interpolated
rom available values using a formula based on Eq. �4�. The actual
alues of n for all tubes and vapor velocities varied from 0.66 to
.02 and this variation introduces an additional uncertainty in the
alculated enhancement ratios. This uncertainty will be greatest
ot when n varies most from unity but when the values of n for
he plain and fin tubes differ the most. This occurred for the tube
ith a spacing of 0.5 mm and a vapor velocity of 30 m/s. By

omparing the enhancement ratios at specific vapor-side tempera-
ure differences over the range of the data to the average value

Fig. 3 Variation of heat flux with vapor-side t
alculated using n=1, it was found that the additional uncertainty

ournal of Heat Transfer
in the enhancement ratio due to this variation was less than 4% for
this worst case.

Figure 5�a� shows the variation in enhancement ratio with fin
spacing for the lowest vapor velocity tested �i.e., 14.7 m/s� along
with data from Namasivayam and Briggs �4� for atmospheric
pressure steam at vapor velocities of 2.3 and 10.2 m/s. All three
data sets show the same trend, with the 0.25 mm fin spacing tube
having the highest enhancement ratio. The combined data sets
also confirm the conclusion of earlier investigations �1–4�, show-
ing a decrease in enhancement ratio with increasing vapor veloc-
ity. Following the same trend, all the data fall below the theoret-
ical result of Briggs and Rose �8� for condensation of stationary
vapor.3

Figure 5�b� shows the data for the other three main vapor ve-
locities tested. At the lowest, 30.5 m/s, the data show a similar
trend to those in Fig. 5�a�, although the optimum spacing has

3Note that the discontinuity in the Briggs and Rose �8� model at a fin spacing of
approximately 0.9 mm occurs where the fin just becomes fully flooded. For spacing
below this value, the enhancement begins to rise again as more fins, and therefore

perature difference—effect of vapour velocity
em
more fin-tip area is added for a given tube length.
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oved to between 1 and 1.5 mm. The two highest vapor veloci-
ies, however, show markedly different trends, with an optimum
pacing at 0.5 mm. Figure 6 shows the plots of enhancement ratio
gainst vapor velocity for the five finned tubes tested. The data for
ach of the five tubes show markedly different trends.

From all of the above, it is clear that heat-transfer enhancement
s strongly effected by both vapor velocity and fin spacing, and
hat the interrelationship of the two parameters leads to some
omplex trends in the data. These trends can be explained, at least
ualitatively, by examining the extent of condensate flooding on
he bottom of the tubes, and how it is effected by vapor velocity.
onda et al. �15� gave the following equation for the flooding

ngle for condensation of quiescent vapor on a tube with rectan-
ular cross-section fins:

� f = cos−1� 4�

�gbd0
− 1� for s � 2h �7�

n the present case, the actual flooding angle was estimated visu-
lly for each tube at each of the four main vapor velocities tested.
he calculated �using Eq. �7�� and observed flooding angles are

isted in Table 2 and shown on Fig. 6 as a fraction of the tube
ircumference not covered by retained condensate. It can be seen
n Fig. 6 that for all five tubes at low vapor velocity, the observed

Fig. 4 Variation of heat flux with vapor-side

Table 1 Heat-transfer enhancement ratios

s /mm 0.25 0.5 1.0 1.5 2.0

� �Uv=14.7 m/s� 1.39 1.09 1.05 1.24 1.25
� �Uv=19.7 m/s� — — 1.12 1.27 —
� �Uv=30.5 m/s� 1.17 1.07 1.31 1.31 1.17
� �Uv=34.3 m/s� — 1.16 — — —
� �Uv=45.9 m/s� 1.06 1.48 1.50 1.36 1.15
� �Uv=55.6 m/s� 1.13 — — — —
� �Uv=62.3 m/s� 1.38 1.84 1.51 1.36 1.07
490 / Vol. 129, NOVEMBER 2007
flooding is in line with Eq. �7� and where this is the case the
enhancement ratio decreases with increasing vapor velocity as has
been reported in earlier studies. At some critical value of vapor

mperature difference—effect of fin spacing

Fig. 5 Variation of enhancement ratio with fin spacing „lines

through experimental data are shown to guide the eye…

Transactions of the ASME



v
i
h
d
h
0
a
t
c
b
i

J

elocity, however �different for different fin spacings�, the flood-
ng angle begins to increase with increasing vapor velocity, and
ence the proportion of the tube covered by retained condensate
ecreases. This is accompanied in all cases by an increase in en-
ancement ratio �see, in particular, the tubes with fin spacings of
.25 and 0.5 mm�. It is also interesting to note that the flooding
ngle never increases beyond 67% �120 deg from the top of the
ube�, indicating perhaps that vapor boundary layer separation oc-
urs around this point resulting in reduced vapor shear on the
ottom of the tube and consequently no further decrease in flood-
ng. Once this point is reached, the flooding angle is unaffected by

Fig. 6 Variation of enhance

Table 2 Calculated „using Eq.

s /mm 0.25

� f�calc� /
 0
� f�obs� /
 �Uv=14.7 m/s� 0
� f�obs� /
 �Uv=30.5 m/s� 0
� f�obs� /
 �Uv=45.9 m/s� 0
� f�obs� /
 �Uv=62.3 m/s� 0.22
ournal of Heat Transfer
further increases in vapor velocity and enhancement ratio levels
out or even begins to decrease again �see, in particular, the tubes
with fin spacings of 1.5 and 2 mm�.

With the flooding angle � f set to the observed value, we can
obtain the active surface area enhancement ratio 	 for each tube at
each vapor velocity, i.e., the total area of the fin tips plus that of
the fin flank and root not covered by retained condensate, divided
by the area of a plain tube. When these values are plotted against
fin spacing, as in Fig. 7, the trends are similar to those for heat-
transfer enhancement shown in Fig. 5. The actual values of 	 are

nt ratio with vapor velocity

and observed flooding angles

.5 1.0 1.5 2.0

0.22 0.44 0.54
0.22 0.44 0.54
0.36 0.50 0.54

36 0.50 0.67 0.67
50 0.67 0.67 0.67
me
„7……

0

0
0
0

0.
0.
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omewhat lower than the equivalent values of �; however, reflect-
ng the fact that heat-transfer enhancement on the unflooded part
f the tubes involves significant surface-tension induced drainage
n the unflooded part of the tube and is not simply a result of
ncreased surface area.

oncluding Remarks
New experimental data are presented for forced-convection

ondensation of low-pressure steam on a set of five single,
ntegral-fin tubes. The geometry of the tubes was the same except
or fin spacing, which was varied from 0.25 mm to 2 mm. Vapor
elocities between 15 and 62 m/s are reported. The enhancement
n the vapor-side, heat-transfer coefficient, compared to a plain
ube at the same vapor-side temperature difference and vapor ve-
ocity, was found to be strongly influenced by both fin spacing and
apor velocity. At relatively low velocities, the enhancement ratio
ecreased with increasing vapor velocity in line with results of
revious investigations. At some critical vapor velocity, however,
hich was different for different fin spacings, vapor shear on the

ondensate film began to reduce the extent of condensate retention
etween the fins at the bottom of the tube and this was accompa-
ied in all cases by an increase in the enhancement ratio. This
ependence of flooding angle on vapor velocity will need to be
ncorporated in any future model if such a model is to predict the
omplex trends in the data reported in this work.

omenclature
A � constant in Eq. �5�
a � constant in Eq. �1�
b � constant in Eq. �2�

cp � specific isobaric heat capacity
d � diameter of plain tube or fin-root diameter of

finned tube
di � inside diameter of tube
do � fin-tip diameter of finned tube
F � dimensionless parameter, �gdhfg /kUv

2�T
g � specific force of gravity
h � fin height

hfg � specific enthalpy of evaporation
k � thermal conductivity

Nu � vapor-side Nusselt number, �d /k
Nuc � coolant-side Nusselt number, �cdi /kc

n � constant in Eq. �5�
q � heat flux based on surface area of plain tube

with diameter equal to fin-root diameter
qi � heat flux based on inside surface area of tube

Pts � test section pressure
Pr

Fig. 7 Variation of active area enhancement with fin spacing
c � coolant Prandtl number, �ccpc /kc
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Rec � coolant Reynolds number, �cUcdi /�c
Retp � two-phase Reynolds number, �Uvd /�

s � fin spacing
Tcool � mean �inlet to outlet� coolant temperature

Tv � vapor temperature
Tw � mean outside tube wall temperature �at fin root

for finned tube�
Twi � mean inside tube wall temperature
Uv � vapor velocity upstream of test tube
Uc � mean coolant velocity

Greek Symbols
� � vapor-side, heat-transfer coefficient, q / �Tv−Tw�

�c � coolant-side, heat-transfer coefficient based on
inside surface area of tube, qi / �Twi−Tcool�

�T � vapor-side temperature difference �vapor satu-
ration temperature minus mean outside wall
temperature at fin root�

� � density
� � heat-transfer enhancement ratio �vapor-side,

heat-transfer coefficient for the finned tube
based on fin-root diameter, divided by that for
the plain tube with fin-root diameter, at same
vapor-side temperature difference and vapor
velocity�

� � viscosity
	 � active area enhancement ratio
� � surface tension of condensate

� f � retention angle �position at which fin space
becomes fully flooded with condensate� mea-
sured from top of tube

Subscripts (No Subscript Pertains to Condensate)
c � evaluated at mean coolant temperature

calc � calculated from Eq. �7�
finned � pertaining to finned tube

obs � observed
plain � pertaining to plain tube

wi � evaluated at tube inside wall temperature
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A Convection Heat Transfer
Correlation for a Binary
Air-Helium Mixture at Low
Reynolds Number
The results of experiments investigating heat transfer from a hot wire in a binary mixture
of air and helium are reported. The measurements were made with a constant tempera-
ture anemometer at low Reynolds numbers �0.25�Re�1.2� and correlated by treating
the data in terms of a suitably defined Reynolds and Nusselt numbers based on the wire
diameter. The correlation was obtained by taking into account the temperature depen-
dency of gas properties, properties of binary gas mixtures, and the fluid slip at the probe
surfaces as well as gas accommodation effects. The correlation has been used to measure
velocity and velocity-density statistics across a buoyancy driven Rayleigh–Taylor mixing
layer with a hot wire. The measured values obtained with the correlation agree well with
measurements obtained with a more rigorous and extensive calibration technique (at two
different overheat ratios). The reported correlation technique can be used as a faster and
less expensive method for calibrating hot wires in binary gas mixtures.
�DOI: 10.1115/1.2764086�

Keywords: convection heat transfer, hot-wire correlation, air-helium mixture
Introduction

The validation of predictive turbulent transport models for in-
omogeneous, anisotropic, and variable-density flows requires a
riori knowledge of various velocity, density, and velocity-density
tatistics. However, the measurement of these quantities in a
ariable-density turbulent flow of gas mixtures is challenging and
as been of much interest over the last 50 years �1�. A commonly
sed measurement technique employs a hot wire at different over-
eat ratios to simultaneously measure time-averaged velocity and
ensity statistics �2–5�. Alternatively, a combination of Rayleigh
ight scattering for density measurement and hot-wire anemom-
try for velocity measurement has been used �1,6�. However, in
ither case, it is necessary to carefully calibrate the hot-wire re-
ponse as a function of velocity and density. The usual method �7�
s to develop empirical laws from calibration data that allow pre-
iction of wire response in various gas mixtures. This paper de-
cribes the behavior of hot wires in a binary air-helium mixture
nd describes a heat transfer correlation for use in place of more
laborate calibration techniques �3–5�.

The choice of air and helium as the two gases in this study is
ecause of their use as the two fluids in our high Atwood number
ayleigh–Taylor experiment �8�. The experimental facility uses

wo gas streams, one containing-air and the other containing a
elium-air mixture, that flow parallel to each other and separated
y a thin splitter plate �see Fig. 1�a��. The streams meet at the end
f a splitter plate leading to the formation of an unstable interface
nd a buoyancy driven mixing downstream of the splitter plate as
hown in Fig. 1�b� �2,8�. The facility was designed for high At-
ood number studies �0� At �0.75�, where the Atwood number,
t denotes the governing nondimensional density difference of

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 18, 2006; final manuscript re-

eived April 7, 2007. Review conducted by Anthony M. Jacobi.
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the flow defined by At ���h−�l� / ��h+�l�, where �h and �l are the
densities of air �heavy fluid� and the air-helium mixture �light
fluid�.

Our main application of interest is the implosion phase of an
inertial confinement fusion �ICF� capsule where RT mixing is
formed at high Atwood numbers �9�. Our incompressible, adjust-
able Atwood experiment captures the same inertial dynamics as-
sociated with the fluid motion. However, since the present experi-
mental setup can be used over a wide range of Atwood numbers
�0� At �0.75�, it mimics a variety of other applications, such as
atmospheric instability associated with cold air overlaying warm
air in the atmosphere �10�, buoyant jets �11�, and fingerlike ejecta
of stellar materials present in the remnants of a young supernova
�12�. Other applications using air-helium mixtures include the use
of the gases in hypersonic wind tunnels to attain Mach numbers as
high as 35 �13�. The use of helium in the mixture helps in attain-
ing the high Mach number flows without heating the supply gas to
avoid condensation in the test section �13�.

2 Convection Correlations
The use of a hot-wire probe for measuring velocity fluctuations

depends on correlations that govern convective heat transfer from
a cylinder. These correlations are generally complicated and do
not admit a theoretical evaluation over a Reynolds number �Re�
range of 0.1–100. Furthermore, it is necessary to account for non-
uniform wire temperature due to end cooling �conduction end
losses�, for which there has been extensive theoretical work to
compute temperature distributions, and correction procedures
have been devised �14–17�. However, such formulations are com-
plicated to use �15�, and experimental data are thus correlated
using similarity principles �7,17,18�. A dimensional analysis of the
governing equations shows that the dimensionless heat transfer
coefficient �or Nusselt number, Nu� for an electrically heated hot
wire in an incompressible fluid flow has the general form �19�

Nu = Nu�Re,Gr,Kn,Pr,�,lw/dw� �1�
This analysis takes into account the variation in the wire transfer

due to buoyancy, rarefaction effects, fluid slip, and well finite

2007 by ASME Transactions of the ASME
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spect ratio of hot wires. Details about these effects are provided
ater. For the present study, the hot wire used is 5 �m in diameter
nd 1.25 mm long. For the velocity range in our air-helium RT

xperiments �0.2 m/s� Ū�3.0 m/s�, the wire Reynolds number
ies in the range of 0.06�Re�1.0, and thus our literature review
s restricted to low Reynolds number �low velocity� convection
orrelations for hot wires.

2.1 Forced Convection Correlations. King �14� performed a
igorous theoretical treatment and a detailed experimental investi-
ation about the heat loss from platinum anemometer wires. He
sed a whirling arm in air and showed that the Nusselt number
Nu� could be expressed as

Nu = A + B Re� �2�

here A and B are constants that depend on the temperature and

ig. 1 „a… Schematic of gas channel facility. „b… Photograph of
he mixing layer at an Atwood number of 0.04 with the location
f hot wires in relation to the splitter plate.
imensions of the wire, with fluid properties evaluated at the free

ournal of Heat Transfer
stream temperature �Tfluid�. King assigned a value of n=0.5 to fit
his experimental data. An analytical solution was also obtained by
assuming a potential flow across the cylinder. However, the ex-
periments were subject to interference from draughts, both natural
and induced, and the results had significant systematic errors �4�.
McAdams �20� formulated forced convection results for a wide
range of Reynolds number �0.1�Re�1000�, and his measured
data were correlated as follows:

Nu = 0.32 + 0.43 Re0.52 �3�

A major difference between his work and the work of King �14�
was that the thermal conductivity �k� and absolute �dynamic� vis-
cosity ��� was evaluated at the mean film temperature �Tfilm� and
the density ��� was evaluated at the free stream temperature
�Tfluid�. Collis and Williams �7� analyzed all the available data and
proposed a correlation for the range of 0.02�Re�140. All prop-
erties were evaluated at Tfilm. They observed vortex shedding
from the hot wire at a Re of approximately 44, and the measured
data were correlated as follows:

Nu� Tfilm

Tfluid
�−0.17

= 0.24 + 0.56 Re0.45 for 0.02 � Re � 44

= 0.48 Re0.51 for 44 � Re � 140 �4�
For experiments done with hot wires, the wire diameter is suf-

ficiently small for molecular effects that take the form of a jump
in temperatures between the surface of the wire and the fluid
adjacent to it �7�. The fluid slips or moves over the wire surface
with a finite velocity. In rarefied gas dynamics, the ratio of the
mean free path to the wire diameter, the Knudsen number �Kn�, is
used to characterize molecular effects. Collis and Williams �7�
showed that molecular effects reduce the heat transfer from very
fine wires by an amount that can be estimated by assuming that
the temperature difference was reduced by a temperature jump
that can be predetermined from the kinetic theory, and to account
for this temperature jump, a temperature ratio in Eq. �4� was used.
Collis and Williams �7� also showed that the major effect of the
end cooling in the measured value of Nu was to alter the constants
A and B in Eq. �2� but not the power of Re.

2.2 Free and Mixed Convection Correlations. Considerable
work has been reported on free convection from cylinders
�15,20,21�. The correlation takes the form of

Nu = Nu�Gr,Pr,�� �5�

A theoretically derived expression for Eq. �5� was provided by
McAdams �20� based on a boundary layer approximation. Van der
Hegge Zijnen �21� reviewed all available data and proposed a
correlation �see Table 1�, and the physical properties were evalu-
ated at Tfilm. Few studies have been made to analyze the combined
effects of free and forced convection. However, Van der Hegge
Zijnen �21� suggested combining the two types of heat transfer
vectorially. Subsequently, using a more fundamental analysis of
the problem �22–24�, it was found that the two effects were non-
additive, and the transition from one effect to an other was a
gradual one guided by the parameter Gr/Re2. However, due to a
gradual shift from one convection mode to an other, it was diffi-
cult to predict the value of Gr/Re2 that determines which convec-
tion mode would dominate. Also the parameter Gr/Re2 does not
take into account viscous effects and is less accurate for Pr�1.
Collis and Williams �7� chose the transition point as the regime,
where Nu for mixed convection equals that for pure convection at
the same Gr. Collis and Williams concluded that buoyancy effects
were negligible for Re�Gr1/3. In the present work, the ratio of
Re/Gr1/3�100, and thus free convection effects have been ne-
glected in the analysis. Table 1 provides a list of convection heat
transfer correlations for a heated wire in free, mixed, and forced

convection regimes. Parameters such as overheat ratio, l /d ratio,
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n, and Re, which are relevant for our air-helium RT experiment,
re given in Table 1.

2.3 Measurements in Gas Mixtures. The present work for-
ulates a correlation to predict the heat transfer from a hot wire

cylinder� for a binary gas mixture of air and helium over the
ntire mixture fraction range. Our correlation takes into account
ffects of thermal slip and nonlinear variation of the mixture prop-
rties as we incorporate measured calibration data into the corre-
ation by taking into account adjustments arising from these ef-
ects. Previous work to investigate the response of a hot wire to
arious gas mixtures includes helium-air and argon-air mixtures
25–27�, an air and carbon dioxide mixture �4,28�, as well as
itrogen-helium and nitrogen-neon mixtures �29�. The present
ork fits air-helium calibration data to King’s law as earlier work

25–29� used a similar approach to fitting their data. Corrisin �4�
ttempted to predict the velocity of a gas mixture by performing
alibration in only one of the pure components, which led to a
ystematic error in the velocity measurements. Wasan and Baid
28� performed calibration in both pure components and then used
inear interpolation to estimate the velocities for a binary air-
arbon-dioxide mixture. However, the properties of gas mixtures
uggest that if the two pure components have significantly differ-
nt molecular weights, then properties such as the viscosity and
hermal conductivity of binary mixtures cannot be approximated
y a linear combination of the values of the two components
30,31�. The properties of the binary gas mixture are thus calcu-
ated based on ideal gas laws and with a detailed discussion in
ec. 4 below.
Calculating Nu for hot-wire probes is challenging as it depends

n fluid properties �, �, and k, which vary with temperature.
urthermore, the heat transfer relationship corresponds to a volt-
ge drop across the wire, Ew, and details of the Wheatstone-bridge
onstant temperature anemometry �CTA� circuit as well as the
ire electrical properties must be known accurately �see Table 2

or wire properties�. Since the electrical energy supplied to the hot
ire is dissipated by convection and conduction to the prongs, for
u to be determined, the heat loss by conduction from the wire
ust be known. An accurate estimate of conduction heat loss

equires knowledge of the temperature gradient of the wire at the
upport, which is difficult to obtain. For calibration/correlation
urposes, there is a need to formulate a correlation that will hold
nder experimental conditions.

Effect of Temperature Jump on the Heat Transfer
oefficient
The use of small diameter wires �dw�5 �m� in thermal an-

mometry means that noncontinuum effects cannot be ignored at a
ressure of 1 atm �7�. There is a discontinuity in the temperature

Table 1 Convection heat transfer cor

Author
Mode of

convection Correlation equa

King �14� Forced Nu=0.318+0.69
Hilpert �45� Forced Nu=0.891+ �Re�Tw /T

McAdams �20� Forced Nu=0.32+0.43 R
an der Hegge Zijnen �21� Forced

Free
Nu=0.38 Pr0.2+ �0.56 Re0.50+
Nu=0.35+0.25�Gr�Pr�1/8+

Collis and Williams �7� Forced Nu�Tm /Tamb�−0.17=0.24+
=0.48 Re0.51

Churchill et al. �46� Forced Nu=0.535 Re0.50�Tw /
Davies and Fisher �47� Combined Nu= �2.6/
��R

Parnas �48� Forced Nu=0.823 Re0.50�Tw /
Andrews et al. �17� Combined Nuc=0.34+0.65 R

Present work Forced Nuc=0.2719+0.376
istribution at the wall when heat transfer �by conduction� takes

496 / Vol. 129, NOVEMBER 2007
place between a rarefied gas and the heated wire. Assuming Twire
as the wall temperature and Ts as the gas temperature, if the tem-
perature gradient remained unchanged up to the surface, the dis-
continuity or temperature jump at the interface is given by

Twire − Ts = − �
�T

�r
�6�

where � is the temperature jump distance �32�. For most gases, �
is of the order of the mean free path of the gas molecules ���.
Kennard �32� derives an expression for � in terms of the properties
of the gas and the surface as

� =
2 − 	

	

2



 + 1

�

Pr
�7�

The accommodation coefficient �	� quantifies the fraction of en-
ergy transfer between an incident gas molecule and the solid sur-
face in a gas-surface interaction. A slip parameter � �33,34� is
defined by

� =
�

d
=

2 − 	

	

2



 + 1

Kn

Pr
�8�

Equation �8� is a first order approximation that is valid if the
velocity and temperature profiles are linear over a distance equal
to the mean free path of the gas molecules �34�. However, at high
values of Kn, the profiles are significantly nonlinear and this as-
sumption is no longer valid �17�. However, for the present work,
the values of Kn �0.01 are small, and the use of a linear approxi-
mation is justified. The heat flux q� from the wire is

tions for flow over a heated cylinder

� lw /dw Kn Re

50 0.5–3.5 �1000 �0.01 0.055–55
0.25�0.33 0.14–3.47 �100–500 �0.005 1–4
2 0.1–103

01 Re�Pr0.33

5�Gr�Pr�1/4
0.34 553 0.01 0.01–104

6 Re0.45 0.1–1.0 �2000–8000 0.001–0.03 0.02–44
44–140

b�0.12 300–2300
�1 400–1200 �0.01 0–50

b�0.085 0.2–2.5 1000 0.0015 10–60
45 0.05–2.5 �24–1300 0.003–0.12 0.015–20
e0.5 1.7 250 �0.01 0.25–1.2

Table 2 Wire properties at overheat ratios of 1.9, 1.7, and 1.6

Probe specific parameters

Sensor resistance R20 ��� 3.38
Sensor lead resist RL ��� 0.9
Support resistance Rs ��� 0.44
Cable resistance Rc ��� 0.2
Sensor TCR, �20 �/K� 0.0036

Wire operating parameters

Overheat ratio �=Rw /Ramb� 1.9 1.7 1.6
�T=Tw−Tamb �°C� 257.14 190 171.43
Operating resistance Rw ��� 6.51 5.75 5.47
Total resistance RT ��� 7.99 7.29 6.98
Decade resistance RD ��� 159.83 145.9 139.55
Bridge ratio M 1:20
rela

tion

Re0.

amb�
e0.5

0.0
0.4
0.5

Tam

e0.33

Tam

e0.

3 R
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q� = hs�Ts − Tfluid� = hw�Twire − Tfluid� �9a�

nd Eq. �9a� can be rewritten as

hs = hw�1 +
Twire − Ts

Ts − Tfluid
� �9b�

Formulations incorporating axial heat loss to the prongs and
onuniform temperature distribution are complex �15�, and we
ave it calibrated directly with the experimental condition. Con-
idering heat loss by conduction from the wire, q�
−	k��T /�r�	T=Ts

, and combining with Eqs. �6� and �9a� gives

Twire − Ts

Ts − Tfluid
=

�Ts
hs

kTs

�10�

or the wire, the continuum Nusselt number Nuc is defined as
uc=hsdw /kTfilm

, while the Nusselt number Nu is defined as Nu
hwdw /kTfilm

. Combining Eqs. �9b� and �10� gives the relation �7�

Nuc =
Nu

1 − Nu
�Ts

kTfilm

kTs
dw

�11�

or a perfect gas at a constant pressure, it is known that Kn
T0.5+g, ��Tg, and k�Tf �17�. The values of g and f were chosen

ig. 2 Absolute viscosity and thermal conductivity of an air-
elium mixture. The properties of the pure gases are evaluated
t Tfilm= „Twire+Tfluid… /2. The properties are obtained using for-
ulations from Wilke †30‡ and Mason and Saxena †31‡.
s 0.68 and 0.8, respectively �25�. Then, Eq. �11� can be written as

ournal of Heat Transfer
Nuc =
Nu

1 − � Kn � Nu
�12�

where Kn is evaluated at Tfilm and � is given by

� =
2 − 	

	

2



 + 1

 1

Pr



Ts

� Ts

Tfilm
�0.5+g−f

�13�

Thus, if all the properties are known, Nuc can be calculated. One
problem with using Eq. �13� was the determination of the thermal
accommodation coefficient 	. A number of reviews indicate that
there is a no agreement of the values of 	 for a given combination
of a gas on a metal surface. The value of 	 is a strong function of
the properties of the wire surface. It varied by a factor of 10
between a clean surface and one that was contaminated �35�. An-
drews et al. �17� listed a comparison of accommodation coeffi-
cients of different gas-metal combinations. The hot-wire probes
used in the present study were made of platinum plated tungsten
�Dantec Dynamics�. Accommodation coefficients of 0.02 for the
He–Pt/W interface and 0.90 for the air-Pt/W interface were used
based on the values available in Ref. 17. For intermediate gas
mixtures, the accommodation coefficient was assumed to be a
linear combination of the mole fraction of the two components.

4 Properties of Binary Gas Mixtures
The mix density ��mix� is used to calculate the Reynolds num-

ber �Re=�mixŪdwire /�mix� of the flow. For our binary gas mix-
tures of air and helium, the mix density was determined from ideal
gas laws as a linear combination of the mole fraction of the com-

Fig. 3 „a… Schematic of the setup used for hot-wire calibration.
„b… Plot of �u „normalized standard deviation, See Sec. 6… as a
function of the exponent n in King’s law „Eq. „2……. �u is based
on the calibration data in air at an overheat ratio of 1.7 over a
velocity range of 0.2–3 m/s.
ponents �1: air; 2: helium�.
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�mix = �1x1 + �2x2 �14�

here x1 and x2 are the mole fractions of the individual compo-
ents in the mixture. The viscosity of the mixture ��mix� was
etermined from an accurate method by Wilke �30�,

�mix = �1�1 +
x2

x1
�12�−1

+ �2�1 +
x1

x2
�21�−1

here

�ij = �1 + ��i

� j
�1/2�Mj

Mi
�1/4�2�8�1 +

Mi

Mj
��1/2

i � j �15�

nd M1 and M2 are the molecular weights of the pure gases. The
hermal conductivity of the gas mixture �kmix� is used to evaluate
he continuum Nusselt number �Nuc� and is obtained by using a
inetic theory based formula from Mason and Saxena �31�,

kmix = k1�1 +
x2

x1
�12� �−1

+ k2�1 +
x1

x2
�21� �−1

ig. 4 „a… Hot-wire calibrations at different mole fractions of
elium in a binary air-helium mixture. The uncertainty in volt-
ge „E… measurements was 0.5%. „b… Variation in King’s law
Eq. „2…… constants for different volume „mole… fractions of
elium.
here
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�ij� = 1.065�1 + � kiPj

kjPi
�1/2�Mj

Mi
�1/4�2�8�1 +

Mi

Mj
��−1/2

i � j

�16�
and

Pi = 0.115 + 0.354�cpi/Ri�
Figure 2 shows the variation in viscosity and thermal conductivity
for different mole fractions of helium.

The specific heat at a constant volume �Cv� and the specific
heat at a constant pressure �Cp� were determined from ideal gas
laws and is expressed as linear combinations of their mole fraction
of the components �1: air; 2: helium�

Cv,mix = Cv1x1 + Cv2x2 �17�

Cp,mix = Cp1m1 + Cp2m2 �18�
All properties for the pure gases were obtained from thermody-
namic tables �36� that were derived from an equation of state.

5 Calibration Facility and Electronics
A calibration was performed to establish the relation between

CTA output and flow velocity by exposing the probe to a set of

known velocities, Ū, and then recording the voltages, Ew. A curve

fit through the points �Ew , Ū� gave the transfer function for con-
verting data records from voltages into velocities. The hot-wire
calibration needs to be verified to incorporate the individual fea-
tures of each probe to include variations in anemometer circuits
and settings as well as variations in the flow temperature. As a
check before an experiment, a reference voltage reading was re-
corded by placing the probe in a known flow velocity. The tem-
perature of the flow as well as the ambient room temperature was
logged. This procedure was done to ensure that a reference point
�voltage reading� during the experiment matched with the calibra-
tion. Later, during the experiment, if the mean temperature of the
flow �Tfluid� varied from the temperature during calibration, the
CTA records were corrected for temperature variations using �37�,

Ecorr = �Twire − Tfluid

Twire − Tcalib
�0.5

Ew �19�

Typically, a calibration is either carried out in a dedicated probe
calibrator or in a wind tunnel with a pitot-static tube giving the
velocity reference �38–40� and the velocity evaluated from a dif-
ference in the pressure reading, �P, across the pitot static tube or

Fig. 5 Nusselt number correlation for a binary gas mixture of
air and helium
a calibration nozzle. However, at low speeds ��3 m/s�, the value
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f �P in air becomes small ��1 mm of water�, and it is difficult
o obtain accurate estimates of velocities by this method. For the
resent study, a separate jet-flow calibration was used, as shown
n Fig. 3�a�. Similar methods have been used by a number of
nvestigations �41–44�. A pressure regulator controlled the supply
rom the compressed air line ��100 psi gauge�, and the air sup-
ly was fed to a proportioner meter �model No. P21A1-BA2, Aal-

Fig. 6 „a… Calibration data, wire sensitivities „b… dE /dU and „

an overheat ratio of 1.9 using a detailed calibration technique
org Corp.� to give air flow rates up to 60 l /min. The two streams

ournal of Heat Transfer
of air and helium were metered to obtain various fractions of the
air-helium mixture and to give a calibration over a velocity range
of 0.2–3.0 m/s. To facilitate mixing of the two gas streams, a
small chamber was made by interconnecting a polyvinyl chloride
�PVC� pipe and a coupling �both 1

2 in. diameter�1 in. long and
1
2 in. diameter�. The PVC pipe was added after the mixing section
to create a jet of the air-helium mixture. The hot wire was inserted

E /d�, „d… directional calibration, and „e… errors in curve fit at
c… d
NOVEMBER 2007, Vol. 129 / 1499
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ownstream at the end of the PVC pipe so that it was well within
he fully developed velocity profile.

In summary, the complete measuring system used in the present
tudy consisted of �a� a single normal hot-wire probe �SN probe:
5P16� with support and a 4 m BNC-BNC probe cable, �b� a
ini-CTA anemometer �54T30� with a built-in signal conditioner

nd a power adapter, and �c� a SC 2040 sample and hold board
National Instruments� connected to a PCI-MIO-16E-4 analog-
igital �A/D� board �National Instruments� mounted in a Pentium
computer. The NI-DAQ driver software and LABVIEW DAQ soft-
are were used for data collection at desired frequencies. A 55P16
N probe was used for all the single wire measurements. Various
arameters given in Table 2 correspond to specifications for the
N probe �Dantec Dynamics�, in which the overheat ratio deter-
ines the working temperature �Twire� of the sensor. An overheat

djustment is based on the measured wire resistance at the ambi-
nt fluid temperature.

Results

6.1 Low Velocity Calibration and Correlation for the Bi-
ary Air-Helium Mixture. The velocity range in our RT experi-

ents are low �0.2 m/s� Ū�3.0 m/s�. Consequently, the wire
eynolds number lies in the range of 0.06�Re�1.0. As a first
easure, the value of the exponent n in King’s law �Eq. �2�� was

etermined based on calibration data in air. A voltage-velocity
alibration in air was fitted to various exponents from n=0.3 to
.7, and a normalized standard deviation �u= �1/Ni=1

N �1
Ū / Ūcalib�2�1/2 was evaluated over the range. nopt was chosen
ased on the exponent that returned the lowest value of �u. The
esults are plotted in Fig. 3�b� and shows the value of nopt�0.5,
hich is similar to the one used by King �14�. Figure 4�a� plots

he square of voltages as a function of U0.5 for different mole
ractions �xHe� of helium from pure air �xHe=0� to pure helium
xHe=1.0� in steps of 0.1 �for an overheat ratio of 1.7�. At each
ole fraction, the flow velocity was varied over the operational

ange for the experiment �0.2 m/s� Ū�3.0 m/s�. Figure 4�a�
lots the calibration data for different mole fractions, which are
bserved to be linear over the entire range. The R2 values for these
ts range from 0.9930 to 0.9993. Figure 4�b� plots the King’s law
onstants A and B as a function of the mole fraction of helium,
nd it can be seen that slope B increases gradually up to a mole
raction value of 0.9. However, the value of A increases by a
actor of 3 over the same range. This indicates the need to perform
alibration at volume fraction steps of 0.1 as the trend is not
inear, and so extrapolation by calibrating at the two pure compo-
ents would give poor results.

A correlation was obtained between the Reynolds number �Re

�mixŪdwire /�mix� and the continuum Nusselt number from the
alibration data. From the viewpoint of obtaining Nuc, the corre-
ation should be given in terms of wire properties and the proper-

able 3 Density-velocity calibration curve fit constant
i�„ln �…2

‡‰ for the three SN hot wires at overheat ratios 1.9 and

Wire
No.

Overheat
ratio a� b� c� d�

1 1.9 1.5976 0.1463 1.3361 0.2830 −0
1.6 1.3724 0.1134 1.1518 0.2654 −0

2 1.9 1.6011 −0.0301 0.7095 0.6301 −0
1.6 1.3512 −0.1685 0.1663 0.8276 −0

3 1.9 1.6654 −0.0097 0.6075 0.6085 −0
1.6 1.4410 0.0406 0.7200 0.3601 −0
ies of the gas mixture. The heat loss for flow over a cylinder was
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evaluated based on the electrical properties of the CTA circuit and
the hot wire �see Table 2�, and the Nusselt number was calculated
as follows:

q� = h�Twire − Tfluid� =
Ew

2

�lwdwRw
=

k

dw
Nu�Twire − Tfluid� �20�

Nuc was then calculated based on Eq. �12�. The results of the
calibration are correlated below in a form similar to Eq. �2� and
are plotted in Fig. 5. It is seen that all the helium-air calibration
data points collapse within a narrow band that can be approxi-
mated by a straight line �R2=0.979�,

Nuc = 0.2719 + 0.3763 Re0.5 �21�
The data points in the lower Reynolds number range �which

also includes the higher mix fraction range� tend to show a high
degree of scatter, and this is attributed to significant buoyancy
forces as the proportion of helium in the mixture increases. How-
ever, although the calibration was performed at an overheat ratio
of 1.7 ��T=200°C�, Eq. �21� is nondimensional, and voltage-
velocity calibration data for a different overheat ratio can be ex-
trapolated if the wire and CTA electrical properties are accurately
known. The correlation of Eq. �21� can thus be used as a faster
and less expensive method of hot-wire calibration in binary gas
mixtures. The correlation in Eq. �21� is specific for the given
lw /dw ratio �=250� for the hot wire used. Earlier work by Andrews
et al. �17� have demonstrated that the slope B of the correlation
line fit �see Eq. �2�� is independent of the lw /dw ratio. However,
intercept A changes with a change in the lw /dw ratio, and needs to
be calibrated if a hot wire with a different lw /dw ratio is used.

6.2 Validation of the Correlation Method. The validation
was based on two distinct sets of calibration data. The first set was
obtained by separate density and velocity calibrations of the wire
at overheat ratios of 1.6 ��T=171.43°C� and 1.9 ��T
=257.14°C�. The second set was formulated at an overheat ratio
of 1.7 ��T=200°C� and was based on the heat transfer correlation
for the binary air-helium mixture. A velocity-voltage relationship
for overheat ratios of 1.6 and 1.9 was extrapolated from Eq. �21�.
Both the calibration sets were used to decompose the voltage
traces obtained in the buoyancy driven RT mixing layer �8� at an
Atwood number run of 0.04. A multiposition-multioverheat
�MPMO� hot-wire technique was used for measurements �2�. The
important features of the MPMO technique are summarized
briefly below. More details on the technique can be found in Ref.
�2�.

The MPMO technique uses SN wire probes operated sequen-
tially at different overheat ratios and different orientations �2,3,5�.
Since the flow in our facility is predominately one dimensional

�Ū ,0 ,0� with three-dimensional velocity fluctuations �u� ,v� ,w��
�8�, the response function for a SN hot-wire probe, for small fluc-

ˆE= †a�+b�U+c� ln �+d�„ln �…2+e�„ln �…3
‡ / †1+ f �U+g�U 2+h� ln �

6

f� g� h� i� R2
Std.
error

07 −0.0130 0.0108 1.1226 0.5621 0.9977 0.020
41 −0.0225 0.0118 1.1169 0.5595 0.9975 0.018

69 −0.1125 0.0140 0.7324 0.5883 0.9949 0.030
09 −0.2266 0.0228 0.3712 0.6022 0.9900 0.036

25 −0.1173 0.0177 0.6509 0.5326 0.9991 0.014
15 −0.0809 0.0151 0.7900 0.5038 0.9992 0.010
s
1.

e�

.34

.28

.32

.25

.31

.27
tuations in velocity and density, can be written as �3�
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Ē
= �eU

u�

Ū
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here �eU, �ev, and �ew are the velocity sensitivities and �e� is
he density sensitivity of the SN wire probe. The wire sensitivities
re evaluated based on the calibration of the wires and are defined
s follows:

�eu = 
 � ln E

� ln U



�,�Tw,�

=
Ū

Ē

 dE

dU



�,�Tw,�

�ev = 
 � ln E

��



u,�Tw,�
=

1

Ē

dE
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u,�Tw,�

�23�

�ew = 
 � ln E

� ln U
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Ū
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 dE
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�,�Tw,�

�e� = 
 � ln E

��



u,�Tw,�=90
=

�̄

Ē

dE

d�



u,�Tw,�=90

quaring and taking the time average of Eq. �22� gives ten inde-
endent terms on the right hand side. Thus, ten independent mea-
urements are needed to evaluate all these variables. However,
his was simplified by using known properties of a RT mixing. In

able 4 Directional calibration curve fit constants ˆE= †a�+
h�� 2+ j ��„ln U…‡‰ for the three SN hot wires at overheat ratios

Wire
No.

Overheat
ratio a� b� c� d� e�

1 1.9 1.4758 −0.2843 −0.3725 −0.1264 −0.0005
1.6 1.2551 −0.3324 −0.3779 0.0154 0.2196

2 1.9 1.5285 −0.1413 −0.1426 −0.0859 0.0523 −
1.6 1.3301 −0.0599 −0.0191 −0.3883 −0.4175 −

3 1.9 1.6404 −0.1317 −0.1381 −0.3065 −0.3905 −
1.6 1.2176 −0.3161 −0.2995 −0.1000 0.0105 −

Fig. 7 Wire orientations for the MPMO technique
ournal of Heat Transfer
particular, because of axisymmetry of RT flows, the horizontal
velocity fluctuation u�2 was verified equal to the cross-stream ve-
locity fluctuation w�2. However, the vertical velocity fluctuation
v�2, dominated by buoyancy, is significantly larger than both the
horizontal and cross-stream components. Furthermore, symmetry
also implies ��u� to be equal to ��w�. Again, symmetry means
that the cross terms in the Reynolds stress tensor are taken to be of
the same order and zero, i.e., v�w��u�w��0. Thus, upon simpli-
fication, we obtain �2�

� e�

Ē
�2 = �2�eU

2

Ū2 �u�u� + ��eV
2

Ū2 �v�v� + ��e�
2

�̄2 �����

+ �2�eV�e�

�̄Ū
���v� + �4�eU�e�

�̄Ū
���u�

+ �2�eU�ev

Ū2 �u�v� �24�

Equation �24� has six independent terms, and thus six indepen-
dent measurements are needed to estimate u�u�, v�v�, ����, ��v�,
��u�, and u�v� for the RT flow. By using a multi�3�-position and
multi�2�-overheat method, we obtained the necessary six indepen-
dent traces. The wire sensitivities dE /dU, dE /d�, and dE /d�
were calculated from the calibration, during which the mole frac-
tion �xHe� of the binary air-helium gas mixture was varied from
pure air �xHe=0� to pure helium �xHe=1.0� in steps of 0.1. At each
volume fraction, the flow velocity was varied over the operational

range for the experiment �0.2–3 m/s�. The bridge voltage �Ē�
was plotted as a function of the fluid velocity �Ū� and the mixture
density ��̄� �see Fig. 6�a�� by using the TABLECURVE3D software
�SYSTAT Inc.�. Sufficient data points were taken to ensure a
smooth and continuous surface over the entire operational range.
The fitted curve had R2 values of 0.9901–0.9992 �see Table 3� and
was chosen so that an analytical derivative of the function could
be readily taken. The resulting fitted curve is

E =
a� + b�U + c� ln � + d��ln ��2 + e��ln ��3

1 + f�U + g�U2 + h� ln � + i��ln ��2 �25�

The velocity and density sensitivities dE /dU and dE /d� are plot-
ted in Figs. 6�b� and 6�c�. For later experimental convenience, the
analytical derivatives �dE /dU and dE /d�� of Eq. �25� were evalu-
ated at each experiment point.

To evaluate dE /d�, a directional calibration was performed by
orienting the probe at different angles to the mean flow by using a
pitch/yaw calibrator �Dantec Dynamics, model No. 55H03�. The
coordinate system for the probe orientation is given in Fig. 7. An

ln U+e��+g�„ln U…

2+ i �� 2+k ��„ln U…‡ / †1+b� ln U+d ��+ f �„ln U…

2

and 1.6

g� h� i� j� k� R2
Std.
error

392 0.0565 0.0363 −0.0061 0.0049 0.0068 0.9995 0.002
372 0.0416 −0.0082 −0.0743 0.0039 0.0045 0.9996 0.002

670 −0.1111 0.0201 −0.0278 0.0056 0.0071 0.9993 0.002
225 −0.0243 0.1161 0.1224 0.0075 0.0086 0.9990 0.003

116 −0.0192 0.0887 0.1092 0.0079 0.0107 0.9993 0.003
315 −0.0261 0.0005 0.0376 0.0097 0.0125 0.9984 0.003
c�
1.9

f�

0.0
0.0

0.0
0.0

0.0
0.0
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rientation of �=90 deg corresponds to a wire normal to the flow,
nd an orientation of �=0 deg corresponds to a wire parallel to
he flow. Since probe interference severely affects measurements
or ��30 deg �12�, values of �=90 deg, 60 deg, and 45 deg
ere chosen for the directional orientations. The hot wire was

alibrated by varying the angle from �=30 deg to 150 deg in

Fig. 8 „a… Calibration data, wire sensitivities „b… dE /dU and „

an overheat ratio of 1.6 using a detailed calibration technique
teps of 5 deg �see Fig. 6�d��, and the corresponding errors asso-

502 / Vol. 129, NOVEMBER 2007
ciated with the surface fit are plotted in Fig. 6�e�. It is seen that the
errors associated with the bridge voltage are less than ±3%. Fig-
ures 6�a�–6�e� are calibration plots at an overheat ratio of 1.9
��T=257.14°C�. The fitted curve had R2 values of 0.9984–
0.9996 �see Table 4� and was chosen so that an analytical deriva-
tive of the function could be readily taken. The resulting fitted

E /d�, „d… directional calibration, and „e… errors in curve fit at
c… d
curve is
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E =
a� + c� ln U + e�� + g��ln U�2 + i��2 + k���ln U�
1 + b� ln U + d�� + f��ln U�2 + h��2 + j���ln U�

�26�

ince the MPMO technique required measurements at Mo ratios,
similar calibration was done at an overheat ratio of 1.6 ��T
171.43°C�. Figures 8�a�–8�e� show the calibration curves and

he wire sensitivities at the overheat ratio of 1.6. Tables 3 and 4
ist the calibration constants, R2 values, and the standard error for
ll the three wires used for the measurements at overheat ratios of
.6 and 1.9.

Figure 9 plots the velocity correlations across the mix at x
1.75 m downstream from the splitter plate for an experimental

un at an Atwood number of 0.04 with the two different calibra-
ion techniques. Since there is no shear in this experiment �2,8�,
v�2� dominates over �u�2� everywhere across the mix. The veloc-
ty correlations were nondimensionalized by using a “free-fall”

elocity scale: Atgx / Ū. It is seen that the results obtained with the
ire sensitivities extrapolated from the correlation data �Eq. �22��

re in good agreement with the results obtained with the detailed
nd more direct calibration. The error associated with these mea-
urements is ±5%. Figure 10 plots the values of ���v�� and ���u��

Fig. 9 Velocity correlations acro

Fig. 10 Profile of Š� � ‹ and Š� u ‹
� � � �

ournal of Heat Transfer
across the mix at the same location obtained with the two different
techniques. It is seen that ���u�� is negligible across the mixing
layer due to the left-right symmetry of the mushroom-shaped
structures, but ���v�� has a peak that increases in magnitude with
distance downstream. The vertical mass flux is negative because a
light packet of fluid is such that ����− �̄�0 and travels upwards
with a velocity v� �v��0� and vice versa, giving a negative cor-
relation between �� and v�. It is seen that the data obtained by the
two calibration techniques are in good agreement for the density-
velocity correlations. Thus, the Nu correlation given in Eq. �21�
can be used to approximate hot-wire data over a range of velocity,
density, and wire temperature �overheat ratios� and eliminates de-
tailed calibration for each overheat ratio.

7 Conclusion
The present work formulates a heat transfer correlation �Eq.

�21�� in a binary gas mixture of air and helium at low Reynolds
numbers �0.25�Re�1.2�. The correlation takes into account the
temperature dependency of gas properties, properties of binary
gas mixtures, fluid slip at the probe surfaces, and gas accommo-

the mix at x=1.75 m for At 0.04

oss the mix at x=1.75 m for At 0.04
acr
NOVEMBER 2007, Vol. 129 / 1503
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ation effects. The correlation was used as a faster and less ex-
ensive method of hot-wire calibration in binary gas mixtures.
he accuracy of the calibration was checked by using the corre-

ation to measure velocity-density statistics in an air-helium buoy-
ncy driven RT mixing layer. The measurements were then com-
ared with results obtained by using a standard calibration
rocedure at different overheat ratios. It was observed that the two
ets of measurements agree well to within ±5% error. The corre-
ation can thus be used in variable-density flows, kinetic studies,
nd measurements in transport processes involving a binary gas
ixture. In addition, there is a space for extending the calibration

rocedure to multicomponent mixtures. Moreover, we believe that
his work serves as a basis for other applications at higher Re with
he MPMO method.
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omenclature
a�-i� � calibration constants for the density-velocity

calibration fit
a�–k� � calibration constants for the directional calibra-

tion fit
At � Atwood number

p,mix, Cv,mix � specific heats of mixture at a constant pressure
and a constant volume

dw � diameter of hot wire
e� � root mean square voltage

Ew � wire voltage
Ecorr � corrected wire voltage �see Eq. �19��

f � power dependence of T for viscosity
g � power dependence of T for thermal

conductivity
Gr � Grashof number based on wire diameter
hs � heat transfer coefficient based on Ts
hw � heat transfer coefficient based on Tw
Kn � Knudsen number of the fluid
lw � length of hot wire
mi � mass fraction of gas components �i=1: air; 2:

helium�
Mi � molecular weight of gas components �i=1: air;

2: helium�
Nu � Nusselt number =hwdwire /kTfilm

Nuc � continuum Nusselt number =hsdwire /kTfilm
Pi � see Eq. �16� �i=1: Air; 2: helium�
Pr � Prandtl number of the fluid
q� � heat flux from wire
r � radial component

Ri � gas constant for mixture components �i=1: air;
2: helium�

Re � Reynolds number based on the wire diameter
Rw � wire resistance

Tfilm � mean film temperature =�Twire+Tfluid� /2
Tfluid � ambient fluid temperature far from the wire

Ts � extrapolated fluid temperature �see Eq. �6��
Twire � wire temperature

Ū � mean velocity

Ūcalib � velocity from calibration
u� ,v� ,w� � root mean square velocity

xi � mole fraction of gas components �i=1: air; 2:
helium�

x ,y ,z � coordinate system �see Fig. 2�a��
� � slip parameter
eU ,�ev ,�ew� velocity sensitivity

504 / Vol. 129, NOVEMBER 2007
�e� � density sensitivity
�u � normalized standard deviation

 � ratio of specific heats
ki � thermal conductivity of gas components �i=1:

air; 2: helium�
kmix � thermal conductivity of the air-helium mixture

� � mean free path of the gas molecule
�i � absolute �dynamic� viscosity of gas compo-

nents �i=1: air; 2: helium�
�mix � absolute �dynamic� viscosity of the air-helium

mixture
�ij � intercollision parameter for viscosity
�ij� � intercollision parameter for thermal

conductivity
�h � density of heavy fluid �air�
�i � density of gas components �i=1: air; 2:

helium�
�l � density of light fluid �air-helium mixture�

�mix � density of air-helium mixture
�� � root mean square density
� � see Eq. �13�
� � overheat ratio of the wire= �Twire−Tfluid� /Tfluid
� � temperature jump distance
	 � thermal accommodation coefficient of the wire

surface
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A General Scheme for the
Boundary Conditions in
Convective and Diffusive Heat
Transfer With Immersed
Boundary Methods
We describe the implementation of an interpolation technique, which allows the accurate
imposition of the Dirichlet, Neumann, and mixed (Robin) boundary conditions on com-
plex geometries using the immersed-boundary technique on Cartesian grids, where the
interface effects are transmitted through forcing functions. The scheme is general in that
it does not involve any special treatment to handle either one of the three types of
boundary conditions. The accuracy of the interpolation algorithm on the boundary is
assessed using several two- and three-dimensional heat transfer problems: (1) forced
convection over cylinders placed in an unbounded flow, (2) natural convection on a
cylinder placed inside a cavity, (3) heat diffusion inside an annulus, and (4) forced
convection around a stationary sphere. The results show that the scheme preserves the
second-order accuracy of the equations solver and are in agreement with analytical
and/or numerical data. �DOI: 10.1115/1.2764083�

Keywords: heat transfer, immersed boundary method, numerical simulations, forced
convection, natural convection, general boundary conditions
Introduction

The use of the immersed-boundary �IB� technique, and of other
artesian-grid methods, for simulating geometrically complex
uid flow problems, has increased substantially in the last three
ecades. The advantages provided by methodologies on Cartesian
rids, such as simplicity in grid generation, savings in memory
nd CPU time, and straightforward parallelization, have been key
actors for their expanded use in the analysis and design of engi-
eering equipment. Numerical schemes on Cartesian grids can be
roadly classified in two categories: �1� methods where the effects
f the boundary are transmitted via forcing functions �IB meth-
ds� �1,2� and �2� methods where the boundary effects are embed-
ed in the discrete spatial operators, e.g., ghost-cell and sharp-
nterface methods �3–6�, and the immersed interface method
7–9�, which have been applied to the simulation of flows around
tationary and moving immersed boundaries. The present work is
oncerned with the implementation and application of the IB
ethod for heat transfer analyses.
The application of most of the IB schemes reported in the lit-

rature has been directed toward the analysis of fluid flow
1,2,10,11� and has only recently been extended to simulate heat
ransfer phenomena �12–14�. Nevertheless, regardless of the ap-
lication, the different versions of the IB technique are developed
pon the same principle, i.e., to apply a “forcing term” in the
iscretized momentum and/or energy equations, such that the
oundary conditions are satisfied on the body surface �2,10,13�.
hough the technique has also drawbacks, e.g., mass conservation

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 19, 2006; final manuscript received
ebruary 12, 2007. Review conducted by Louis C. Burmeister. Paper presented at the
006 ASME International Mechanical Engineering Congress �IMECE2006�, Chi-

ago, IL, November 5–10, 2006.
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near the boundary where the forcing is applied, is not strictly
satisfied �15�, efforts to alleviate this problem have increased in
recent years �10,16�.

On the other hand, when using Cartesian grids, the body does
not often coincide with the grid points and interpolation schemes
are needed to enforce the boundary conditions on the body sur-
face. In this context, several interpolation schemes have been de-
veloped and successfully applied to enforce Dirichlet boundary
conditions �2,10,12,13�. To a lesser extent, and with less success,
interpolation algorithms for enforcing the Neumann �isoflux� con-
ditions have also been reported in the literature �12–14�. In the
above mentioned investigations, not only the interpolation
schemes developed for Dirichlet boundary conditions were differ-
ent from those constructed for Neumann conditions owing to their
differences in nature but there was no explicit assessment of the
accuracy of the isoflux interpolation algorithms.

Mixed Dirichlet–Neumann �Robin� conditions arise in heat and
mass diffusion processes when coupled with convection. Ex-
amples include the description of heat transfer in microvascular
tissues �17�, electrokinetic remediation �18�, one-phase solidifica-
tion and melting �19�, and reaction-diffusion problems �20�,
among others. Thus, it would be important to have an algorithm
that could handle all three possible combinations of linear bound-
ary conditions that occur in heat transfer phenomena using fixed
grid approaches.

The aim of the present article is to address this need, i.e., to
develop a second-order single-interpolation scheme that can be
applied to enforce either Dirichlet, Neumann, or Robin conditions
on the body surface, to analyze heat transfer processes in the
context of the IB method. To this end, a brief overview of the IB
technique is provided first. The details of the general interpolation
scheme are presented next. The accuracy of the approach is then
demonstrated by applying the interpolation algorithm to several

phenomenologically different two-dimensional heat transfer prob-

2007 by ASME Transactions of the ASME
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ems. Finally, the capability of the scheme to handle three-
imensional problems is demonstrated by solving the forced con-
ection around a stationary sphere.

Mathematical Formulation
We consider the different types of heat transfer problems

amely, forced and natural convection heat transfer over heated
ylinders, diffusion of heat in an annulus, and forced convection
eat transfer around a stationary sphere.

2.1 Governing Equations. For heat convection, a nondimen-
ional version of the governing equations for an unsteady, incom-
ressible, Newtonian fluid flow with constant properties, in the
oussinesq limit, with negligible viscous dissipation, can be writ-

en as

� · u = 0 �1�

�tu + �u · ��u = − �p + P1�
2u + f + P2�e �2�

�t� + �u · ��� = P3�
2� + h �3�

here u is the Cartesian velocity vector of components ui �i
1,2 ,3�, p is the pressure, e and f are the unit vector in the
ertical direction and the momentum forcing, respectively, � is
he temperature of the fluid, and h is the energy forcing. P1, P2,
nd P3 are defined according to the scaling of Eqs. �1�–�3� and
epend on the problem under analysis. For example, for forced
nd mixed convection, we scale length with Lc, velocity with U,
ime with Lc /U, and pressure with �U2. We define a nondimen-
ional temperature as �= �T−T0� / �Tw−T0�, where Tw is the wall/
ody temperature and T0 is a reference temperature. A Reynolds
umber for the flow can be defined as Re=ULc /�, where �
� /� is the kinematic viscosity of the fluid. The Prandtl number

s Pr=� /�, where � is the thermal diffusivity of the fluid, and the
rashof number Gr= �g�Lc /U2��Tw−T0��ULc /��2, where g is the
ravitational acceleration, and � is the coefficient of thermal ex-
ansion. Therefore, P1=1/Re, P2=Gr/Re2, and P3=1/RePr. On
he other hand, for natural convection, P1=Pr, P2=RaPr, and P3
1, where we scale length with Lc, velocity with � /Lc, time with

c
2 /�, and pressure with ��2 /Lc

2. The nondimensional temperature
s defined as �= �T−T0� / �Tw−T0�; thence, the Grashof number
ecomes Gr= �g�Lc

3 /�2��Tw−T0�. Note that different quantities
an be used in the normalization of the temperature and the defi-
ition of the Grashof number. For instance, in the case of nonho-
ogeneous Neumann conditions, for which there is no tempera-

ure difference characteristic of the problem, one could use a mean
emperature difference Tw−T0 or a value of the temperature dif-
erence halfway along the body, as suggested by Sparrow and
regg �21�.
For the case of unsteady heat conduction within a solid sur-

ounded by a fluid, the nondimensional governing equation with
onstant properties is given by

�t�s = P4�
2�s + H �4�

here �s is the temperature within the solid, and H is the corre-
ponding energy forcing. We scale length with Lc and time with a
haracteristic diffusion time tc. The nondimensional temperature
n the equation above is defined as �s= �Ts−T0� / �T�−T0�, where

0 is the reference temperature, T� is the fluid temperature �used
ere as an upper-bound reference�, and P4=�stc /Lc

2, where �s is
he thermal diffusivity of the solid.

2.2 Projection Method and Time Integration. The
onstaggered-grid layout is employed in this analysis. The pres-
ure and the Cartesian velocity components are defined at the cell
enter and the volume fluxes are defined at the midpoint of their
orresponding faces of the control volume in the computational
pace. The spatial derivatives are discretized using a variation of

UICK �22�, which calculates the face value from the nodal value

ournal of Heat Transfer
with a quadratic interpolation scheme. The upwinding schemes
are carried out by computing negative and positive volume fluxes.
Using a semi-implicit time-advancement scheme with the Adams–
Bashforth method for the explicit terms and the Crank–Nicholson
method for the implicit terms as described in Refs. �23–26�, the
discretized equations corresponding to Eqs. �1�–�3� can be written
as follows:

u* − un

�t
=

1

2
�− 3��u · ��u�n + ��u · ��u�n−1 + P1�

2�u* + un��

+ f n+1/2 + P2�n+1e �5�

�2	n+1 =
� · u*

�t
�6�

un+1 = u* − �t�	n+1 �7�

�n+1 − �n

�t
=

1

2
�− 3��u · ����n + ��u · ����n−1

+ P3�
2��n+1 + �n�� + hn+1/2 �8�

where u* is the predicted intermediate velocity, and 	 is often
called “pseudopressure.” The Poisson equation for the pressure is
solved iteratively using a multigrid method �23�.

In the context of the direct forcing method �27�, to obtain u* we
need to compute the forcing function f in advance, such that un+1

satisfies the boundary condition on the IB �similar argument is
applied to the energy forcing h or H�. One can enforce the proper
boundary condition on u* instead of un+1 without compromising
the temporal accuracy of the scheme �10�; thence, we replace u*

with Ū in Eq. �5� and �̄ for �n+1 in Eq. �8� and solve for the
forcings:

fn+1/2 =
Ū − un

�t
+

1

2
�3��u · ��u�n − ��u · ��u�n−1 − P1�

2�u* + un��

− P2�n+1e �9�

hn+1/2 =
�̄ − �n

�t
+

1

2
�3��u · ����n − ��u · ����n−1

− P3�
2��n+1 + �n�� �10�

where Ū is the boundary condition for the velocity on the body
surface or inside the body with f=0 within the fluid. In the same

context, �̄ refers to the temperature at the energy-forcing location
that will ensure that the desired boundary condition is satisfied.
Taking the energy-forcing in Eq. �10� as an example, when the

location of h coincides with the boundary then �̄=�; otherwise �̄
must be obtained by interpolation from the surrounding tempera-
ture values. The procedure just described also applies for the so-
lution of Eq. �4� to obtain H and �s, with the appropriate bound-
ary conditions. Details of the methodology to determine f and h
�or H�, are fully described in Ref. �13� and references therein.
Thence, we concentrate in the implementation of the general in-
terpolation scheme for the Dirichlet, Neumann, and mixed bound-
ary conditions to solve the energy equation.

3 General Interpolation Scheme
The most general linear boundary condition needed to solve the

energy equations, Eqs. �3� and �4�, is given as

a� + b�� · n = c �11�

where a, b, and c are parameters defined in accordance with the
normalization that is used for the problem under analysis, and n is

the normal unit vector.
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To develop the interpolation scheme for the above boundary
ondition, we consider a two-dimensional body shown in Fig. 1.
n reference to this figure, two different types of nodes are pos-
ible, e.g., nodes labeled �a), or nodes named either �b� or �c�,
here na, nb, and nc are the unit vectors defining the tangent
lanes at the corresponding node.

Consider first the case of the cell on the left end of Fig. 1 for
oint labeled �a�. This case is shown in Fig. 2�a� as point �p ,q�. In
his case, three nodal values �outside of the body� surrounding
oint �p ,q� are known. In the following, for clarity “bars” and

Fig. 1 Interpolation scheme at nodes „a…, and „b… or „c…

ig. 2 General interpolation scheme for Dirichlet–Neumann
oundary conditions: „a… three nodes outside the boundary; „b…

wo nodes outside the boundary

508 / Vol. 129, NOVEMBER 2007
“tildes” are the temperature values inside and outside the body,
respectively.

We need to find �̄i,j to compute h in Eq. �10�, such that Eq. �11�
is satisfied at node �p ,q� �the same applies to �̄s in the diffusion
equation Eq. �4� to find H�. Thus, we use a bilinear interpolation
scheme, as shown in Fig. 3, where �= �X1−x1�i,j�� / �x1�i+1,j�

−x1�i,j��, �= �X2−x2�i,j�� / �x2�i,j+1�−x2�i,j��, and �̄p,q=��X1 ,X2� on
�p ,q�. This is given as

�̄p,q = ���̃i+1,j+1 + ��1 − ���̃i+1,j + �1 − ����̃i,j+1

+ �1 − ���1 − ���̄i,j �12�

On the other hand, the values of auxiliary nodes �̄p,j, �̃p,j+1, �̄i,q

and �̃i+1,q, which are required to compute the derivatives for Eq.
�11�, can be obtained by a linear interpolation scheme, with the
following expressions:

�̄p,j = ��̃i+1,j + �1 − ���̄i,j �13a�

�̃p,j+1 = ��̃i+1,j+1 + �1 − ���̄i,j+1 �13b�

�̄i,q = ��̃i,j+1 + �1 − ���̄i,j �13c�

�̃i+1,q = ��̃i+1,j+1 + �1 − ���̃i+1,j �13d�
On combining Eq. �11� with Eq. �12� and Eqs. �13a�–�13d�, the

value for �̄i,j can now be written as

�̄i,j = �c − ��a�̃i+1,j+1 − � �b

�x2
n2 + ��1 − ��a	�̃i+1,j − � �b

�x1
n1

+ �1 − ���a	�̃i,j+1 −
b

�x1
n1�̃i+1,q

−
b

�x2
n2�̃p,j+1
/� �1 − ��b

�x1
n1 +

�1 − ��b
�x2

n2

+ �1 − ���1 − ��a	 �14�

where n1 and n2 are the projections of n on the x1 and x2 axes,
respectively. �x1 and �x2 are the corresponding spatial increments

�see Fig. 2�. By setting either b=0 or a=0 in Eq. �14�, �̄i,j can be
computed under Dirichlet or Neumann boundary conditions.

In the second case, two nodal values surrounding point �p ,q�
lie inside the body, as shown in Fig. 2�b�. This case corresponds to
the cell on the center of Fig. 1 for point labeled as �b�. Apparently,

there are only two known temperatures outside the boundary ��̃3b

and �̃4b� and two unknown temperatures inside the boundary ��̄1b

and �̄2b�. However, we regard �̄2b as a known quantity, since
¯ ¯ ¯

Fig. 3 Bilinear interpolation
�2b=�1a, where �1a was previously obtained from Eq. �14� as

Transactions of the ASME
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xplained above. Therefore, �̄i,j �=�̄1b of Fig. 1� is computed
ith Eq. �14� and the known surrounding values. Equation �14�

an be used to determine the temperature values inside the body
uch that the desired boundary condition is satisfied. The solution
rocedure involves the following steps.

1. Find a nodal point where we want to satisfy the Robin
boundary condition and three nodal points lie outside the
body, e.g., node �a� of Fig. 1.

2. Determine temperature �̄i,j�=�̄1a� from the known sur-
rounding values using Eq. �14�.

3. Determine the corresponding node temperature of the adja-

cent cell, e.g., node �b� of Fig. 1, from Eq. �14� with �̃i,j+1

being replaced by �̄i,j+1. In this case, �̄i,j+1=�̄1a was pre-
viously determined from a bilinear interpolation along with

the adjacent nodes external to the body �̃2a, �̃3a, �̃4a, and
Eq. �11� being evaluated at node �a�, which are all known.

4. Repeat step 3 on the adjacent cell �right end of Fig. 1�.
5. Since �̄1b must equal �̄2c, this procedure must be repeated

until all the nodes near the body have been exhausted, and
the difference in values between consecutive iterations is

negligible, e.g., �̄1b−�̄2c�0.

It is to be noted that the number of iterations required to
chieve zero machine accuracy, either for two- or three-
imensional simulations, is typically 10 per node.

Heat Transfer Simulations
In order to assess the correct implementation of the interpola-

ion algorithm, simulations of four different heat transfer problems
re carried out next.

4.1 Forced Convection Over Heated Circular Cylinders.
e consider first the forced heat convection over circular cylin-

ers placed in an unbounded uniform flow. Two different cases are
nalyzed in this section: �i� a single heated cylinder of nondimen-
ional diameter d=1 and �ii� an arrangement of two heated cylin-
ers, one being the main cylinder of nondimensional diameter d
1, whereas the other is a secondary cylinder of diameter ds
d /3. Note that the characteristic length for these problems is
c=d. For the two cases, the following considerations take place:
he fluid is air, and thus Pr=0.71; the inflow boundary conditions
re u1=1, u2=0, and �=0; the outflow boundary conditions are
ui /�t+cu�ui /�x1=0 and �� /�t+cu�� /�x1=0 �28� �where cu is
he space-averaged velocity� for i=1,2; the far-field boundary
onditions are �ui /�x2=0 and �� /�x2=0; and the value of the
sothermal surface for all the cylinders is �=1. The flow is gov-
rned by Eqs. �1�–�3� with P1=1/Re, P2=Gr/Re2 �Gr=0�, and

3=1/RePr. The computations presented next were carried out
sing nonuniform grids, which are stretched away from the vicin-
ty of the body using a hyperbolic sine function for test case �i�
nd a logarithmic function for test case �ii�. A number of 1200
rid points inside the cylinder and 112 grid points close to the
oundary were used. In all the cases analyzed here, a 400
400

Table 1 Comparison in CD, xc, St, and Nu a

e→ 40
tudy NuCD xc Nu

im and Choi �12� — — 3.23
ckert and Soehngen �29� — — 3.48
an �30� 1.51 2.18 3.23
ima E Silva et al. �31� 1.54 — —
urrent 1.53 2.28 3.62
esh secured grid independence. During the computations, the

ournal of Heat Transfer
time step value was changed dynamically to ensure a CFL=0.5.
In test problem �i�, the cylinder was placed at the center of a

computational domain of size 30d
30d. The center of the cylin-
der has coordinates �x1 ,x2�= �0,0�, where −15�x1 ,x2�15. The
results shown next were obtained for Re= �40,80,120,150�. Table
1 shows a comparison in both the hydrodynamics and the heat
transfer of this flow in terms of the drag coefficient CD

=FD / 1
2�U2d, the wake bubble xc or the Strouhal number St

= fd /U, and the averaged Nusselt number Nu= h̄d /k. In the above
expressions, FD is the drag force on the cylinder �13�, f is the

shedding frequency, h̄ is the heat transfer coefficient averaged
over its half arc length, and k its thermal conductivity. As can be
noted, the present results for both fluid flow and heat transfer
compare quantitatively well with the published numerical and
laboratory experiments �12,29–31�. As an example, for Re=40,
120, and 150, the differences in Nu against the experiments of
Eckert and Soehngen �29� are confined to less than 4%.

Figures 4�a� and 4�b� illustrate the streamlines and temperature
contours for Re=80. From both figures, it can be seen the devel-
opment of a Kárman vortex street, resembled by the alternating
patterns that take place due to vortex shedding, which is typical
for this value of Re �29,32�. On the other hand, Fig. 5 illustrates a
comparison in the local values of the Nu number along the cylin-
der surface obtained from the proposed scheme and the experi-
ments of Eckert and Soehngen �29� for Re=120. In the figure, the
angle � is measured from the leading edge of the cylinder. As can
be noticed, there is a very good agreement between the present
results and those of Eckert and Soehngen �29�. Also expected is a
quantitative increase of the Nu value from 3.62 for Re=40, to
4.70 for Re=80, and to 5.50 for Re=120. The percentage differ-
ence between the averaged Nusselt obtained here �for Re=120�
and the experimental one reported by Eckert and Soehngen �29�,
which is 5.69, is of only 3.4%.

Test problem �ii� has been studied experimentally �32� and nu-
merically �12� for different arrangements. Here, we consider two
of them for a value of Reynolds number of Re=80. In the first
arrangement, the center of the main cylinder was located at
�x1 ,x2�= �−1,0� with respect to a coordinate system placed at the
center of a 30d
30d computational domain, whereas the second-
ary cylinder was centered at �x1 ,x2�= �1,1�.

Qualitative results for this problem are depicted in Figs. 6�a�
and 6�b� in terms of the streamlines and isotherms, respectively. In
contrast with the forced convection over the single cylinder,
shown previously for the same Re number, the figures illustrate
how the interaction between the cylinders, for this arrangement,
suppresses the vortex shedding and produces a steady flow �32�.
Qualitatively and quantitatively, these results are in good agree-
ment with the data of Kim and Choi �12�. Actual values for the
main and secondary cylinders are, respectively, 1.24 and 0.48 for
CD, and 4.7 and 3.0 for Nu.

Computations were also carried out for an arrangement where
the main cylinder was centered at �x1 ,x2�= �−1,0� and the second-
ary cylinder at �x1 ,x2�= �1,0.5�. As expected for this arrangement
�12,32�, our results showed that the flow is unsteady. Again, good

nd a cylinder placed in an unbounded flow

120 150
CD St Nu CD St Nu

— — 5.62 — — —
— — 5.69 — — 6.29
— — — — — —
— — — 1.37 0.170 —
.40 0.170 5.5 1.38 0.179 6.13
rou

1

agreement with Ref. �12� is found in the values of both CD and Nu
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or the main and secondary cylinders. Our data for CD are 1.22
nd 0.12, and for Nu 4.62 and 1.65, respectively.

4.2 Natural Convection Over a Heated Cylinder Inside a
quare Cavity. The proposed algorithm is applied next to simu-

ate the laminar natural convection from a heated cylinder placed
ccentrically in a square duct of sides L=1. The geometry of this
alidation problem is shown in Fig. 7. The flow and heat transfer
re governed by Eqs. �1�–�3� with P1=Pr, P2=RaPr, and P3=1,
here we have chosen Lc=L as the characteristic length. The

ylinder has a nondimensional wall temperature �=1, whereas
wo different sets of thermal boundary conditions are considered
or the walls of the cavity: �i� isothermal boundary conditions

Fig. 4 Streamlines and temperature contours
lines; „b… isotherms

ig. 5 Nu number along cylinder surface for Re=120. �,

resent scheme; �, experiments by Eckert and Soehngen †29‡.

510 / Vol. 129, NOVEMBER 2007
where all the walls are maintained at �=0, and �ii� isothermal
vertical sidewalls at �=0 and adiabatic horizontal walls, i.e.,
�� ·n=0. For the flow, in both cases, no-slip and no-penetration
conditions are applied to all the surfaces.

Test case �i� has been studied by Moukalled and Darwish �33�
using a bounded skew central-difference scheme, Sadat and Cou-
turier �34� with a meshless diffuse approximation method, and
Pan �30� with an unstructured-Cartesian-mesh IB method. The
cylinder has a dimensionless diameter d=0.2, with its center being
located at �x1 ,x2�= �−0.15,−0.15� as measured from the center of
the duct �see Fig. 7�. Our calculations were carried out until grid
independence was achieved, with grid sizes ranging from 80

80 to 200
200, for values of the Rayleigh number Ra=104,
105, and 106. Streamlines and temperature contours for Ra=104

and Ra=106 are depicted in Figs. 8 and 9, respectively. As ob-
served, the results shown here agree qualitatively well with those
presented in Refs. �30,33,34�. Figures 8�a� and 8�b� illustrate the
change on the character of the flow from two well-defined rotating
vortices to two distorted ones as Ra is increased from 104 to 106.
In the case of the temperature contours, this change is noticed by
the shift of the thermal plume now rising toward the left corner of
the cavity, as illustrated in Figs. 9�a� and 9�b�. Table 2 shows a
quantitative comparison in the values of the average Nusselt Nu
number along the cylinder surface for the three values of Ra con-
sidered against published data �30,33,34�. The maximum differ-
ence between the current results and those of Pan �30�, for in-
stance, is of only 2%.

For test case �ii�, in reference to Fig. 7, the cylinder has a
dimensionless diameter of d=0.4, and its center is located at
�x1 ,x2�= �0,0.1� from the center of the duct. This problem has
been benchmarked by Demirdžić et al. �35�. The results obtained
from the current algorithm are shown in Figs. 10 and 11. Values of
the Nusselt number along the cold walls, obtained with a grid size
of 200
200, are compared in Fig. 10 with those of Demirdžić et

flow around cylinder for Re=80: „a… stream-
of
al. �35�, who used half of the domain and a 256
128 grid. From
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he figure, it can be seen that the present results overlap with the
exact values” of Demirdžić et al. �35�. A comparison of the val-
es for the Nusselt number along the cylinder surface, between
he present work and that of Demirdžić et al. �35�, is shown in Fig.
1. In the figure, the azimuthal angle � is measured from top of
he cylinder. As before, the agreement of the results obtained from
he current scheme as compared to those of Demirdžić et al. �35�
s excellent.

4.3 Heat Diffusion in an Annulus. We now carry out simu-
ations of the steady and unsteady heat diffusion in an annulus,
llustrated schematically in Fig. 12. This problem was studied by

Fig. 6 Streamlines and temperature contou
streamlines; „b… isotherms
Fig. 7 Cylinder placed eccentrically in a square cavity

ournal of Heat Transfer
Barozzi et al. �8� using an immersed interface �II� method. The
diffusion process within the annulus is governed by Eq. �4�, with
P4=1. The annulus is initially at �s,0=0, with a uniform tempera-
ture �s,e=0 being applied to the outer surface, and Robin bound-
ary conditions at the internal surface. The present results are com-
pared to the solutions obtained by Barozzi et al. �8� using a
nondimensional radius r� �1,2�, where we have used Lc=ri as
characteristic length.

Three different boundary conditions were applied at the internal
boundary in order to test the spatial accuracy of the present for-
mulation. For all cases, the boundary condition at the outer radius
is of the Dirichlet type ��s,e=0�. The boundary conditions applied
at the inner radius were �a� Dirichlet a=1, b=0, c=1; �b� Neu-
mann a=0, b=1, c=1; and �c� mixed a=1, b=1, c=1. Different
numbers of regular grid points, ranging from 20
20 to 120

120 in an uniform Cartesian mesh, were used. For the three
boundary conditions above, accuracy of the solutions is presented
in terms of the maximum max- and L2-norm distributions in Figs.
13�a�–13�c�, and average values in Table 3. For comparison pur-
poses, the results reported by Barozzi et al. �8� are also included.
From the figures, and the table, it can be seen that both techniques
achieve second-order accuracy, with actual numerical orders being
quantitatively similar. It is to be noted that the uneven distribu-
tions of the errors in Figs. 13�b� and 13�c�, as the mesh is refined,
may be due to the presence of the irregular boundary whose effect
is to produce a local increase in the error when the derivative is
computed.

The time-dependent system, given in Eq. �4� under general con-
ditions of the inner boundary, is analyzed next, and the results are
compared with analytical solutions. Following the procedure de-
scribed by Carslaw and Jaeger �36�, and Özişik �37�, the solution
of Eq. �4� with �s,0=0, �s,e=0, and a=b=c=1 in Eq. �11� is

f flow around two cylinders for Re=80: „a…
rs o
given in terms of Bessel series expansions as
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�s�r,t� = �
j=1

�

cj� J0�� jr�
J0�2� j�

−
Y0�� jr�
Y0�2� j�

	exp�− P4� j
2t� +

ln�r� + 1

ln�1/2� − 1

�15�

here the eigenvalues, � j for j=1,2 , . . ., are the roots of the equa-
ion

ig. 8 Streamlines on a 200Ã200 grid for „a… Ra=104 and „b…
a=106
bserved an excellent agreement between the analytical solutions

512 / Vol. 129, NOVEMBER 2007
� jJ1�� j� + J0�� j�
J0�2� j�

−
� jY1�� j� + Y0�� j�

Y0�2� j�
= 0 �16�

and the constants c for j=1,2 , . . ., are defined as

Fig. 9 Isotherms on a 200Ã200 grid for „a… Ra=104 and „b…
Ra=106
j

cj =
�2/� j���J1�� j�/J0�2� j�� − �Y1�� j�/Y0�2� j���

4��J1�2� j�/J0�2� j�� − �Y1�2� j�/Y0�2� j���2 − ��1/� j
2� + 1���J0�� j�/J0�2� j�� − �Y0�� j�/Y0�2� j���2 �17�
n the above equations, J0, Y0, J1, and Y1 are the Bessel functions
f first and second kinds, of order 0 or 1, respectively.

The time-dependent results are shown in Fig. 14 as temperature
istributions within the solid annulus at values of the nondimen-
ional time t=0.15, 0.25, 0.35, and 1.40. From the figure, it can be
�symbols� with those obtained numerically �solid lines�. After t
=1.40 nondimensional units, the steady state has been reached,
with a value of �s=0.41 at the inner boundary. The error between
the two solutions is confined to less than 1%.

The temporal accuracy of the scheme is assessed next by choos-

ing three radii locations within the annulus �see Fig. 12�, corre-
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ponding to r=1.03�PA� close to the inner boundary, r=1.49�PB�
pproximately at the middle plane, and r=1.94�PC� close to the
uter boundary. Note that the inner boundary condition is of the
obin type. Different time increments, i.e., �t=0.2, 0.1, and 0.01,
ere used, and the results presented in Fig. 13�d� in terms of error
istributions. From the figure, it is clear that for all the radii loca-
ions considered, the scheme is second-order accurate in time.

4.4 Three-Dimensional Forced Convection Over a Heated
phere. The capacity of the present scheme to handle three-
imensional flows is shown next by solving the flow and heat
ransfer around a heated sphere. Published numerical and experi-

ental results are used to assess the solutions obtained. Thus, let
s consider a sphere of nondimensional diameter d=1, where Lc
d is the characteristic length, placed in an unbounded flow. This
ow is governed by Eqs. �1�–�3� where P1=1/Re, P2=Gr/Re2

ith Gr=0, and P3=1/RePr with Pr=0.71. The boundary condi-
ions for the problem are inflow u1=1, u2=u3=0, and �=0; out-
ow �ui /�t+cu�ui /�x1=0 and �� /�t+cu�� /�x1=0; and far-field
oundaries �ui /�x2=�ui /�x3=0, �� /�x2=�� /�x3=0, respec-
ively, where i=1,2 ,3. The sphere is at a nondimensional tem-
erature �=1. The computations were carried out using a 100
100
100 nonuniform grid, which stretches away from the

ody to the outer boundaries using a hyperbolic sine function. The
phere is located in the center �x1 ,x2 ,x3�= �0,0 ,0� of a computa-
ional cube of size 30d
30d
30d. The time step value was dy-
amically changed to ensure a CFL=0.5. The results from the
urrent approach were obtained for Reynolds numbers Re
�50,100,150,200,220,300�.
Figures 15�a�–15�e� illustrate the streamlines and isotherms on

he symmetry plane x3=0 for Re=50, 100, 150, 200, and 220,
espectively. The streamlines presented in Figs. 15�a�–15�d� show
hat the flow is steady and separated, with an axisymmetric recir-
ulation bubble that grows as the Reynolds number increases.

able 2 Comparison in Nu around a cylinder placed inside a
avity for Ra=104, 105, and 106

tudy Ra=104 Ra=105 Ra=106

oukalled and Darwish �33� 4.741 7.435 12.453
adat and Couturier �34� 4.699 7.430 12.421
an �30� 4.686 7.454 12.540
urrent 4.750 7.519 12.531

6

resent scheme; �, Demirdžic et al. †35‡.
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Quantitatively, the present results for both drag coefficient CD and
wake bubble xc are in good agreement with those of Marella et al.
�4� and Johnson and Patel �38�. Actual values for Re=50, 100, and
150 are 1.62, 1.07, and 0.85 for CD, and 0.42, 0.90, and 1.23 for
xc, respectively. For Re=220, Fig. 15�e� shows the expected axial
asymmetry of the flow, which has been experimentally determined
to occur in the Re� �210,270� range �39�.

The corresponding isotherms, shown also in Figs. 15�a�–15�e�,
reflect the behavior of the flow. As the Reynolds number in-
creases, the isotherms in the wake of the sphere become more
distorted due to the amount of recirculating flow. Though small
values of the heat transfer coefficient are characteristics of this
region, it can be seen that in the rear of the sphere �at an angle of
approximately 180 deg�, the heat transfer coefficient is increased
locally with Re number. The computed values of the Nusselt num-
ber averaged over the surface of the sphere Nu are 4.99, 7.00,
8.27, 9.19, and 9.30 for Re=50, 100, 150, 200, and 220, respec-
tively. These results are in good agreement with the correlation
developed by Feng and Michaelides �40�, for the same conditions.
The maximum difference between the corresponding values is less

Fig. 11 Nu number along cylinder surface for Ra=106 and Pr
=10. Angle � is measured from top of cylinder. �, present
scheme; �, Demirdžić et al. †35‡.
ig. 10 Nu number along cold wall for Ra=10 and Pr=10. �,
´
 Fig. 12 Concentric cylindrical annulus
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han 8%.
Increasing the Reynolds number beyond 270 eventually leads to

nsteady flow �38�. For Re=300, Fig. 16 illustrates the vortical
tructures of the flow obtained with the method proposed by Hunt
t al. �41� �more in-depth details are in Refs. �42,43��. As seen in
he figure, these vortical structures resemble very well the estab-
ished vortex shedding. The average values of the drag coefficient

D=0.570 and the Strouhal number St=0.133 compare well to
hose of Marella et al. �4� and Johnson and Patel �38�. For this
alue of Re number, the averaged Nusselt number Nu=10.50 de-
iates from that given by Feng and Michaelides �40� correlation in
nly 3.6%.

Concluding Remarks
In the current work, we have presented a novel interpolation

cheme that is able to handle either Dirichlet, Neumann, or mixed

Fig. 13 „„a…–„c…… L2 norm and maximum norm „�max… a
ary conditions. „d… Error versus �t for inner Robin
Neumann „a=0, b=1, c=1…. „c… Robin „a=1, b=1, c=1

able 3 Numerical order of accuracy in terms of �max and L2
or the annulus problem

ethod / BC →

Dirichlet Neumann Robin

L2 max L2 max L2 max

arozzi et al. �8� 1.91 1.93 2.05 1.99 2.02 1.95
urrent 2.16 2.09 2.02 1.93 2.03 1.93
514 / Vol. 129, NOVEMBER 2007
boundary conditions within the context of the IB methodology. An
advantage of this algorithm is that both Dirichlet and Neumann
conditions can be naturally implemented by setting appropriate
values to the constants in the most general linear equation. Its

nctions of the mesh size � for different inner bound-
ndary conditions. „a… Dirichlet „a=1, b=0, c=1…. „b…
… Radii locations: �, PA; �, PB; �, PC.

Fig. 14 Numerical „solid lines… versus analytical „symbols…
time-dependent solutions. -�-, t=0.15; -�-, t=0.25; -�-, t=0.35;
s fu
bou
-�-, t=1.40 „steady state….
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validation has been assessed by favorable comparison with nu-
merical results available in the literature and/or analytical solu-
tions for different heat transfer problems: forced heat convection
over circular cylinders, natural heat convection over a cylinder
placed inside a cavity, steady and unsteady diffusion of heat inside
an annulus, and three-dimensional forced convection over a
sphere. The interpolation algorithm developed here provides a
method that is second-order accurate in space and time and is
suitable for analyzing heat transfer phenomena in single or mul-
tiple bodies with complex boundaries on two- and three-
dimensional Cartesian meshes.
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Nomenclature
a ,b ,c � constants in general boundary condition

cj � jth constant in Eq. �15�
cu � space-averaged velocity
e � unit vector in vertical direction
f � momentum forcing

h ,H � energy forcing
Lc � characteristic length
L2 � Euclidean norm

n1 ,n2 � projections on x1 and x2 axes of unit vector n
P1 , P2 , P3 , P4 � nondimensional parameters

PA , PB , PC � radii locations
r � radius
u � Cartesian velocity vector
xc � wake bubble
xi � Cartesian coordinates

x1�i,j� ,x2�i,j� � coordinates based on node �i , j� for bilinear
interpolation

X1 ,X2 � coordinates of immersed-boundary node

Greek Symbols
� � thermal diffusivity of fluid, interpolation factor

�s � thermal diffusivity of solid
� � coefficient of thermal expansion, interpolation

factor
�x1 ,�x2 � spatial increments in x1 and x2 directions

� � mesh size
 � error

max � maximum norm
� j � jth eigenvalue
� � Nabla operator
� � normalized temperature

�s � normalized temperature within the solid

Fig. 16 Oblique view of vortical structures of flow for Re
=300
ig. 15 Streamlines and temperature contours for flow around
sphere in the 50ÏReÏ220 range. „a… Re=50, „b… Re=100, „c…
e=150, „d… Re=200, and „e… Re=220.
 �s,0 � normalized initial temperature within the solid
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�� � normalized reference fluid temperature

�̄ � temperature on or inside the body

�̃ � temperature outside the body in energy-forcing
interpolation

� � reference angle

ubscripts and Superscripts
e � outer-boundary value

i , j � indices for the Cartesian coordinates
n � index for time step
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Heat Transfer and Fluid Flow
Characteristics of Separated
Flows Encountered in a
Backward-Facing Step Under the
Effect of Suction and Blowing
Numerical investigation of heat transfer and fluid flow over a backward-facing step
(BFS), under the effect of suction and blowing, is presented. Here, suction/blowing is
implemented on the bottom wall (adjacent to the step). The finite volume technique is
used. The distribution of the modified coefficient of friction and Nusselt number at the top
and bottom walls of the BFS are obtained. On the bottom wall, and inside the primary
recirculation bubble, suction increases the modified coefficient of friction and blowing
reduces it. However, after the point of reattachment, mass augmentation causes an in-
crease in the modified coefficient of friction and mass reduction causes a decrease in
modified coefficient of friction. On the top wall, suction decreases the modified coefficient
of friction and blowing increases it. Local Nusselt number on the bottom wall is increased
by suction and is decreased by blowing, and the contrary occurs on the top wall. The
maximum local Nusselt number on the bottom wall coincides with the point of reattach-
ment. High values of average Nusselt number on the bottom wall are identified at high
Reynolds numbers and high suction bleed rates. However, the low values correspond to
high blowing rates. The reattachment length and the length of the top secondary recir-
culation bubble are computed under the effect of suction and blowing. The reattachment
length is increased by increasing blowing bleed rate and is decreased by increasing
suction bleed rate. The spots of high Nusselt number, and low coefficient of friction, are
identified by using contour maps. �DOI: 10.1115/1.2759973�

Keywords: separated flows, heat transfer, backward-facing step, blowing, suction, po-
rous wall
ntroduction
Heat transfer and fluid flow in separated flows are frequently

ncountered in various engineering applications. Some examples
nclude microelectronic circuit boards, combustors, heat exchang-
rs, axial and centrifugal compressor blades, and gas turbines
lades. The flow over a backward-facing step �BFS� has the most
asic features of separated flows, such as separation, reattach-
ent, recirculation, and development of shear layers. It is well

nown that heat transfer and fluid flow characteristics experience
arge variation within separated regions. Thus, it is very essential
o understand the mechanisms of heat transfer in such regions in
rder to enhance heat and fluid flow.

Most of the published work on BFS has been extensively in-
estigated for impermeable walls. For example, Armaly et al. �1�
tudied laminar, transition, and turbulent isothermal flows over a
FS, experimentally. In their experiments, the expansion ratio
as close to 2 and the downstream aspect ratio close to 18. Also,
umerical studies in the laminar regime for isothermal flows were
onducted by Armaly et al. �1�, Gartling �2�, and Kim and Moin
3�. Thangam and Knight �4� studied the effect of step height on
he separated flow past a backward-facing step. On the other hand,
ow over a BFS with heat transfer was conducted �5–17�. Abu-
ulaweh �18� conducted an extensive review of research on lami-

ar mixed convection over a BFS.

Contributed by the Heat Transfer Division of ASME for publication in JOURNAL OF

EAT TRANSFER. Manuscript received August 22, 2006; final manuscript received

ebruary 1, 2007. Review conducted by Louis C. Burmeister.

ournal of Heat Transfer Copyright © 20
Three-dimensional studies were also conducted for flow over a
BFS. A recent study by Williams and Baker �19� focused on three-
dimensional numerical simulations of laminar flow over a step
with sidewalls, having the same expansion ratio and aspect ratio
of Armaly et al. �1�. The range of the Reynolds number studied
was 100�Re�800. Williams and Baker �19� reported that “the
interaction of a wall jet located at the step plane to the side walls
with the mainstream flow causes a penetration of three-
dimensional flow structure into flow near the mid plane of the
channel.” This penetration reduces the size of the upper secondary
zone compared to two-dimensional simulation, which leads to an
increase in reattachment length of the primary zone with Reynolds
number. Also, they reported that the observed three-
dimensionality is not caused by an inherent hydrodynamic insta-
bility of the two-dimensional base flow, but rather by the bound-
ary conditions imposed by the sidewalls.

Moreover, Tylli et al. �20� focused on three-dimensional effects
induced by the presence of sidewalls. They conducted particle
image velocimetry �PIV� measurements accompanied with three-
dimensional numerical simulations, for an expansion ratio of 2
and a downstream aspect ratio of 20. They showed that for Re
�400 the sidewall effects do not affect the structure of the two-
dimensional flow at the channel midplane. Also, they illustrated
the existence of a wall-jet moving toward the channel midplane
that causes the three-dimensionality of the flow. The wall jet in-
tensity increases with Reynolds number for laminar flow. More-
over, they studied the effect of sidewalls on the upper secondary

recirculation bubble and on the primary bubble and showed that,
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or laminar flow, these effects explain the discrepancies between
xperimental results and two-dimensional numerical simulations.

Chiang and Sheu �21� performed three-dimensional numerical
imulations for laminar flow over a BFS with the same geometry
imensions used by Armaly et al. �1�. They reported that the flow
tructure at the midplane, for Re=800, is similar to two-
imensional flow for channel width of up to 100 times of the step
eight. Further three-dimensional investigations were also con-
ucted by Chiang and Sheu �22,23�.

In terms of fundamental studies of the flow stability, Kaiktsis et
l. �24� have investigated the effects of convective instabilities.
arkley et al. �25� have shown that in the absence of sidewalls the

ransition to three-dimensional flow structures appears at higher
alues of Reynolds number around 1000, via a steady bifurcation.
hey found that the critical eigenmode responsible for three-
imensionality is characterized by flat streamwise rolls located in
he primary recirculation bubble.

Studies on BFS with permeable walls, by means of suction and
lowing, have also been conducted. For example, Yang et al. �26�
tudied the effect of mass bleed in separated reattaching turbulent
ow behind a BFS, experimentally. Batenko and Terekhov �27�
onducted two-dimensional simulation for unconfined flow past a
tep and flow evolution in a confined channel. Kaiktsis and

onkewitz �28� studied the global destabilization of flow over a
FS by means of simultaneous suction and blowing, using nu-
erical simulations. The extensive interest and research con-

ucted on BFSs, in the last two decades, with the complex physics
ncountered in separated flow over the BFS has motivated the
resent investigation. The objective of the present work is to per-
orm a detailed study on the effect of suction and blowing on the
eat transfer and flow characteristics of steady flow over a BFS.

overning Equations
The nondimensional continuity, momentum, and energy equa-

ions in Cartesian coordinates for steady flow are given as �29�

�u

�x
+

�v
�y

= 0 �1�

u
�u

�x
+ v

�u

�y
= −

�p

�x
+

1

Re
� �2u

�x2 +
�2u

�y2� �2�

u
�v
�x

+ v
�v
�y

= −
�p

�y
+

1

Re
� �2v

�x2 +
�2v
�y2� �3�

u
��

�x
+ v

��

�y
=

1

Re Pr
� �2�

�x2 +
�2�

�y2� �4�

here

Re =
umDH

�

Pr =
�

�

he following dimensionless quantities are used:

x =
x*

DH
, y =

y*

DH
, u =

u*

um
, v =

v*

um
, p =

p*

�um
2 , and

� =
T − Twc

Twh − Twc

here Twh is the constant temperature of the hot wall and Twc is

he constant temperature of the cold wall.

518 / Vol. 129, NOVEMBER 2007
Problem Description
The basic flow configuration under study is shown in Fig. 1.

The expansion ratio �ER=H /S� is set equal to 2.0. In the x direc-
tion, the physical domain is bounded by 0�x� �30H�. Also, in
the y direction the physical domain is bounded by −�1/2��y
� �1/2�. The flow is assumed two-dimensional, steady, incom-
pressible, and having constant fluid properties.

Part of the channel’s bottom wall, adjacent to the step, is con-
sidered permeable and constant uniform velocity is allowed to
bleed through it �see Fig. 1�. The shaded area represents the po-
rous segment of the bottom wall. In order to study the effect of
mass bleed on the entire primary recirculation bubble on the lower
wall, the length of the porous segment must be at least equal to the
reattachment length. It is very well documented in literature that,
for Re�800, the reattachment length will not exceed a value of
10DH �1–7�. Thus, this length was selected for the present study.
The arrows that are shown on the porous segment represent the
direction of mass bleed through the wall. Inward direction repre-
sents blowing in the domain, and outward direction represents
suction flow out of the domain.

At the inlet, the flow is assumed hydrodynamically fully devel-
oped, where a dimensionless parabolic velocity distribution is
given as �30�

u�y� = 12�y − 2y2� �5�
A no-slip velocity boundary condition is applied at the top wall

of the channel and at the vertical wall of the step because these
two walls are assumed impermeable. However, only the x compo-
nent of velocity is set equal to zero at the bottom wall, where
normal bleed velocity is imposed �for x�10DH�. However, for
x�10DH a no-slip boundary condition is also imposed on the
bottom wall.

A fully developed velocity is assumed at the channel outlet

�u

�x
=

�v
�x

= 0 �6�

The dimensional y component of velocity at the porous segment is

set equal to v*w. A nondimensional bleed coefficient is defined as
�31�:

� =
v*w

um
�7�

The values of bleed coefficient used in the present work are ± �0,
0.00125, 0.0025, and 0.005�, where positive values correspond to
blowing and negative values correspond to suction. The case of
zero value of bleed coefficient corresponds to impermeable wall.
Therefore, the nondimensional velocity at the porous segment is

Fig. 1 Sketch of the problem geometry and boundary
conditions
equal to the bleed coefficient. This is expressed as
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vw = � �8�
ote that a bleed coefficient of 0.005 corresponds to a blowing
olume flow rate equal to 10% of the volume flow rate at inflow.

The temperature at the inlet is assumed to be fully developed
nd is given as �32�

� = 1 − 2y �9�
he temperature boundary condition at the outlet is given as

��

�x
= 0 �10�

The temperature is set as a constant value ��=1� on the step
ertical wall and on the bottom wall downstream of the step,
ncluding the porous segment. The temperature at the top flat wall
s set to zero ��=0�.

The total length of the computational domain is taken as �L
30H� to ensure fully developed outlet boundary condition

2,5,6,32�.

umerical Implementation
Equations �1�–�4�, with corresponding boundary conditions

i.e., Eqs. �5�, �6�, and �8�–�10��, are solved using the finite vol-
me approach �33,34�. The SIMPLE algorithm is used as the com-
utational algorithm �33,34�. The diffusion term in the momentum
nd energy equations is approximated by second-order central dif-
erence which gives a stable solution. However, a second-order
pwind differencing scheme is adopted for the convective terms.
his scheme uses second-order extrapolation of two upwind
eighbors to determine any transport quantity �. The second-
rder upwind term is written in the following general form:

� ��u��
�x

�
P

=
1

2	x
�3uP�P − 4uW�W + 3uWW�WW�, for u � 0

Fig. 2 „a… Computational mes
�11�

ournal of Heat Transfer
� ��u��
�x

�
P

=
1

2	x
�− uEE�EE + 4uE�E − 3uP�P�, for u � 0

�12�

Similar expressions could be written for the y direction. Figure 2
shows the computational mesh and the control volume with the
symbols used in Eqs. �11� and �12�.

In the x direction, a fine grid is used in the regions near the
point of reattachment to resolve the steep velocity gradients while
a coarser grid is used downstream the point �35�. However, in the
y direction, a fine grid is used near the top, the bottom walls, and
directly at the step. Fine mesh in the x and y directions is gener-
ated by using an algebraic grid-stretching technique that results in
considerable savings in terms of the grid size and in computa-
tional time.

In the x direction, the grid-stretching method is implemented by
constructing uniformly distributed grid points in the x direction,
and then transforming these points into a nonuniform mesh. The
transformation is given as �35,36�

x = Dx�1 +
sinh�
�X − A��

sinh�
A� 	 �13�

where x is the location of nonuniform stretched grid points, X is
the location of the uniformly distributed grid points, and A is a
constant given by �35,36�

A =
1

2

ln
 1 + �e
 − 1��Dx/L�

1 + �e−
 − 1��Dx/L�� �14�

The parameter 
 is a stretching constant, Dx is the location of grid
clustering in the x direction, and L is the channel length. This grid
stretching is used in the x direction. However, another transforma-

nd „b… typical control volume
h a
tion is used in the y direction and is given as �36�
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y = DH��2Dy + ���� + 1

� − 1
��Y−Dy�/�1−Dy�

+ 2Dy − �

�2Dy + 1�
1 + �� + 1

� − 1
��Y−Dy�/�1−Dy��  �15�

here Dy represents the location of grid clustering in the y direc-
ion, � is a stretching constant in the y direction, and Y is the
ocation of the uniformly distributed grid points in the y direction.
igure 2�a� shows the computational nonuniform mesh used in the
resent work. The algebraic finite volume equations for the mo-
entum and energy equations, in discretized form, are written into

he following form:

− aE�E − aW�W + aP�P = aN�N + aS�S + b �16�

here P, W, E, N, and S denote cell location, west face of the
ontrol volume, east face of the control volume, north face of the
ontrol volume, and south face of the control volume, respectively
see Fig. 2�b�� and b is a source term. The symbol � in Eq. �13�
olds for u, v, or T. The resulting algebraic equations are solved
sing the tridiagonal matrix algorithm �Thomas algorithm� with
he line-by-line relaxation technique. The convergence criteria
ere defined by the following expression:

� =
� j=1

j=M �i=1

i=N
�residij�

� j=1

j=M �i=1

i=N
��ij�

� 10−5 �17�

here � is the tolerance and “resid” is the residual; M and N are
he number of grid points in the x and the y directions, respec-
ively.

After solving for u, v, and T, further useful quantities are ob-
ained. For example, the Nusselt number can be expressed as:

Nu =
h�DH�

k
�18�

he heat transfer coefficient is expressed as

h =
qw

Tw − Tb
�19�

he thermal conductivity is expressed as

k = −
qw

�T/�y*
�20�

By substituting Eqs. �19� and �20� into Eq. �18�, and using the
ondimensional quantities, the Nusselt number on the bottom wall
s written as

Nu = − � 1

�w − �b

��

�y
�

y=−1/2

�21�

imilarly, the Nusselt number on the top wall is written as

Nu = − � 1

�w − �b

��

�y
�

y=1/2

�22�

here �b is bulk temperature, defined as

�b =

�
−1/2

1/2

u�dy

�
−1/2

1/2

udy

he coefficient of friction is defined as �29�

Cf =
w

1/2�um
2 �23�
he shear stress at the wall �w� is expressed as
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w = �
du*

dy*

Using the definition of nondimensional quantities, the shear
stress at the wall is expressed as

w =
�um

DH

du

dy
�24�

Substituting Eq. �24� into Eq. �23�, the coefficient of friction is
written as

Cf =
2

Re

du

dy
�25�

The modified coefficient of friction is defined as

C
*

f =
Cf Re

2
�26�

The average coefficient of friction on the top or bottom wall is
defined as

Cfavg =

�
0

L ��Cf�x�* �2dx

L
�27�

Similarly, the average Nusselt number is defined as

Nuavg =

�
0

L

��Nu�x��2dx

L
�28�

Grid Testing
Extensive mesh testing was performed to guarantee a grid-

independent solution. Eight different meshes were used for Re
=800 and ER=2.0 as shown in Table 1. The problem selected for
the grid testing is the flow over a BFS with impermeable walls.
This is a well-known benchmark problem and is accepted as a
benchmark problem by the “Benchmark Solutions to Heat Trans-
fer Problems” organized by the K-12 Committee of the ASME for
code validation and assessment �4,5�. The present code was tested
for grid independence by calculating the reattachment length �xr�,
beginning of the top secondary bubble �x1�, and end of the upper
secondary bubble �x2�; see Fig. 1. Table 1 reports the results ob-
tained for the grid independence study. As shown in Table 1, a
grid size of 125�250 �125 grid points in y and 250 grid points in
x� ensures a grid-independent solution. Moreover, a grid-
independence test is carried out for the permeable case for �=
−0.005 and Re=800 as shown in Table 2. It is clear that a grid size

Table 1 Grid independence study for �=0, Re=800, ER=2.0:
values of xr, x1, and x2, as defined in Fig. 1

Grid Size xr x1 x2

13�24 6.50 Not predicted Not predicted
25�50 4.00 2.50 5.20
37�75 3.35 2.35 5.47
49�100 5.77 4.65 9.45
75�150 5.90 4.81 9.76
101�199 6.00 4.81 10.10
125�250 6.00 4.81 10.14
151�299 6.00 4.81 10.15
of 125�250 ensures a grid independent solution.
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ode Validation
The present numerical solution is validated by comparing the

resent code results for the benchmark problem for Re=800 and
R=2.0 to the experiment of Armaly et al. �1� and to other nu-
erical published data �2–6�. The problem selected for the grid

esting is the flow over a BFS with impermeable walls. As shown
n Table 3, the code results are very close to the previous numeri-
al published results. However, all of the numerical published
orks, including the present one, underestimate the reattachment

ength. According to Armaly et al. �1�, the flow at Re=800 has
hree-dimensional features. Therefore, the underestimation of xr,
y all numerical published data is due to the two-dimensional
ssumption embedded in the numerical solution �1,4,37�. More
pecifically, it is due to the sidewall-induced three-dimensional
ffects �19,20�. According to Williams and Baker �19�, the inter-
ction of a wall jet at the step near the sidewalls with the main-
tream flow causes formation of three-dimensional flow structure
n a region of essentially two-dimensional flow near the midplane
f the channel. Thus, the underestimation of the reattachment
ength at high values of Reynolds number is due to the influence
f the three-dimensional effects due to sidewalls �19,20�. Note
hat Barkely et al. �25� have shown that in the absence of side-
alls the transition to three-dimensional flow structures appears at
igher values of Reynolds number of �1000.

Further comparisons between present code and previously pub-
ished data, for ER=3, 2, and 3/2, are given in Fig. 3�a�, which
hows good agreement between the present results and the experi-
ent of Armaly et al. �1� for Re�600. Also, it shows good agree-
ent with all numerical published data for the whole range of
eynolds numbers and the whole range of expansion ratios. Fur-

hermore, comparisons of temperature and x component of veloc-
ty profiles are shown in Figs. 3�b�–3�d�, also showing good
greement between the present and previous investigations.

esults and Discussion
The range of Reynolds number used in the present work is

00�Re�800. The range of bleed coefficient is taken as
0.005���0.005. The Prandtl number is kept constant at 0.71.
Figure 4�a� shows that the reattachment length xr distribution

ersus bleed coefficient. It is clear that suction decreases the value
f xr. This is due to the streamlines’ attraction to the bottom wall.

able 2 Grid independence study for �=−0.005, Re=800, ER
2.0: values of xr, x1, and x2, as defined in Fig. 1

rid Size xr x1 x2

3�24 5.24 3.10 3.97
5�50 2.39 1.47 4.24
7�75 2.47 1.58 6.30
9�100 2.87 1.93 9.11
5�150 3.60 2.34 11.10
01�199 3.73 2.60 12.05
25�250 3.75 2.61 12.17
51�299 3.75 2.62 12.17

able 3 Validation tests for Re=800: values of xr, x1, and x2
defined in Fig. 1… for previous investigations and present work

uthors Type of Work xr x1 x2

rmaly et al. �1� Experimental 7.20 5.30 9.40
radis et al. �5� Numerical 6.13 4.95 8.82
im and Moin �3� Numerical 6.00 No data No data
artling �2� Numerical 6.10 4.85 10.48
epper et al. �6� Numerical 5.88 4.75 9.80
resent work Numerical 6.00 4.81 10.15
ournal of Heat Transfer
Fig. 3 Model validation: „a… reattachment length versus Rey-
nolds number for various expansion ratios; „b… temperature
profiles, Re=800; „c… velocity profiles, x=3 and 7, Re=800; and
„d… velocity profiles, x=15 and 30, Re=800
NOVEMBER 2007, Vol. 129 / 1521
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n the other hand, for the case of blowing and for the case or
e=800, the reattachment length first increases with blowing until

t reaches a maximum value, then it starts decreasing. The reason
or this behavior is that, for high values of bleed coefficient, blow-
ng forces the flow to detach. Thus, there is a specific value of
lowing bleed coefficient corresponding to the maximum reat-

ig. 4 „a… Reattachment length, „b… beginning of secondary
ecirculation bubble on the top wall, „c… end of secondary re-
irculation bubble on the top wall, and „d… length of top-wall
ecirculation zone
achment length. Figures 4�b� and 4�c� show the beginning and the

522 / Vol. 129, NOVEMBER 2007
end of the upper recirculation zone, respectively. Moreover, Fig.
4�d� shows the length of the secondary bubble. Also, Figs.
4�b�–4�d� show that the secondary bubble only exists for values of
� lower �or slightly higher� than 0.00125.

Fig. 5 Distribution of coefficient of friction: „a… Bottom wall
Re=400 „b… bottom wall Re=800, „c… top wall Re=400, and „d…
top wall Re=800
Figures 5�a� and 5�b� present the distribution of the modified
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oefficient of friction for various values of bleed coefficient on the
ottom wall for Re=400 and 800, respectively. The modified co-
fficient of friction is negative inside the recirculation bubble due
o the backflow. The backflow is recognized by the negative val-

Fig. 6 x component of velocity „u… and velocity gra
du /dy at x=2.0, „c… u at x=3.0, „d… du /dy at x=3.0, „
„h… du /dy at x=8.0
es of velocity and negative velocity gradients as shown in Figs.

ournal of Heat Transfer
6�a� and 6�b�. At the point of reattachment, the coefficient of
friction is zero due to the vanished velocity gradients.

By examining the effect of blowing on modified coefficient of
friction, within the recirculation bubble, it is clear that blowing

nts profiles„du /dy… for Re=400: „a… u at x=2.0, „b…
at x=5.50, „f… du /dy at x=5.50, „g… u at x=8.0, and
die
e… u
decreases the coefficient of friction. This is due to the repulsion of
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treamlines from the bottom wall. Therefore, blowing reduces ve-
ocity gradients, as shown in Figs. 6�a�–6�d�, and accordingly
educes the coefficient of friction. This behavior prevails after the
oint of reattachment, but a second opposing effect takes place
eyond this point, which is the mass augmentation. The mass
ugmentation causes an increase in velocity gradients, which re-
ults in higher values of the coefficient of friction. This is clearly
emonstrated in Figs. 6�e�–6�h� where the velocity gradients in-
rease in the x direction. Thus, the reduction of coefficient of
riction due to streamline repulsion is counteracted by mass aug-
entation effect. These two opposing factors reach a point where

heir net effect on modified coefficient of friction diminishes. This
oint is identified as the intersection of the blowing line with the
mpermeable wall case.

The effect of suction on the modified coefficient of friction is
pposite to the effect of blowing. Before the reattachment point,
uction increases the coefficient of friction due to streamlines at-
raction. However, after the reattachment point the mass reduc-
ion, due to suction, reduces coefficient of friction. It is important
o note that for the case of suction the coefficient of friction has a
eak value after the reattachment point. This peak coincides with
he appearance of the secondary recirculation bubble on the top
all. The top secondary bubble narrows down the flow passage

nd maximizes local velocity gradients on the bottom wall.
The distribution of the coefficient of friction on the top wall is

hown in Figs. 5�c� and 5�d� for Re=400 and 800, respectively.
he effect of suction and blowing on the modified coefficient of

riction on the top wall is opposite to that on the bottom wall. At
he top wall, the flow develops as a laminar boundary layer where
he maximum coefficient of friction is detected at the leading edge
f the top wall, as shown in Figs. 5�c� and 5�d�. The thickness of
he boundary layer on the top wall is reduced by blowing, which
esults in an increase in the coefficient of friction. It is worth
entioning that the laminar boundary layer on the top wall is

ensitive to adverse pressure gradient due to geometry expansion.
y increasing the Reynolds number, the adverse pressure gradient

ncreases, which leads to flow separation in the top-wall boundary
ayer. The first separation point on the top wall is identified by the
eginning of the secondary recirculation bubble. The effect of
uction is to widen the secondary bubble by repulsion of stream-
ines from the top wall. This is demonstrated in Fig. 5�c�. How-
ver, blowing shrinks the secondary bubble by delaying boundary
ayer separation or eliminating it for a relatively high bleed coef-
cient, as shown in Figs. 5�c� and 5�d�.
Figures 7�a�–7�c� present streamline patterns for Re=400,

here the effect of suction and blowing on the primary recircula-
ion bubble and the secondary recirculation bubble is clearly dem-
nstrated. Figure 8 shows the distribution of average coefficient of
riction versus bleed coefficient. On the bottom wall, the flow at
e=800 is more sensitive to bleed than that of Re=400. A com-
rehensive view for the distribution of the coefficient of friction
n the bottom and top walls is presented in Fig. 9, where contour
aps are presented for the average modified coefficient of friction

n the bottom and top walls. Figure 9 is very useful in character-
zing the spots of high values of coefficient of friction. For ex-
mple, at the bottom wall, high values of the modified coefficient
f friction correspond to the high suction bleed coefficient and
igh Reynolds numbers. However, low values of coefficient of
riction are identified by high values of Reynolds numbers and
igh blowing bleed rates. On the top wall, the high values of the
oefficient of friction are characterized by high blowing bleed
oefficients. However, lower values correspond to high Reynolds
umbers and high suction bleed rates.

Figures 10�a� and 10�b� present the variation of Nusselt number
n the bottom wall and show that Nusselt number increases by
uction and decreases by blowing. Suction increases the velocity
radient on the bottom wall, which leads to an increase in the
emperature gradient; see Figs. 11 and 12. By studying Fig. 4�a�,

igs. 10�a� and 10�b� simultaneously, it is clear that the maximum

524 / Vol. 129, NOVEMBER 2007
value of Nusselt number on the bottom wall coincides with the
point of reattachment. Besides, Fig. 10 shows that the local maxi-
mum in the Nusselt number distribution disappears for high val-
ues of the blowing bleed coefficient. The reason for this behavior
is that, for high values of the blowing bleed coefficient, the flow is
forced to detach. Figures 10�c� and 10�d� show the effect of the
bleed coefficient on the Nusselt number for the top wall. It is clear
that Nusselt number increases by blowing and decreases by suc-
tion, which is contrary to what happens on the bottom wall. The
reason is that suction at the bottom wall repulses streamlines from
the top wall. This leads to lower temperature gradients on the top
wall and accordingly lower values of Nusselt number.

Figure 13 presents the average Nusselt number on the bottom
and top walls. For the bottom wall, the average Nusselt number
increases by suction and decreases by blowing. Also, it is clear
that average Nusselt number on the bottom wall is more sensitive
to mass bleeding than on the top wall. This is because bleed is
imposed on the bottom wall. Figure 14 shows contour maps for
the average Nusselt number on the bottom and top walls. The
maximum values of the average Nusselt number, on the bottom
wall, are identified by high values of Reynolds number and high
suction bleed rates. Lower values of Nusselt number correspond

Fig. 7 Streamline patterns for Re=400: „a… �=0, „b… �=
−0.005, „c… �=0.005
Fig. 8 Average coefficient of friction versus bleed coefficient
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o a high blowing bleed coefficient and high Reynolds numbers.
n the other hand, for the top wall, high values of the average
usselt numbers are found by high Reynolds numbers and high
lowing bleed rates. However, lower values of Nusselt numbers
re recognized by high suction bleed rates regardless of the value
f the Reynolds number. Figure 14 can be used to identify the
egions where high Nusselt numbers are detected and the regions
f low Nusselt numbers. This could be used from an engineering
iewpoint for the purpose of heat transfer enhancement.

Finally, it is interesting to comment on the effect of blowing on
he flow stability and, thus, on the validity of the steady flow
ssumption. Blowing is expected to slightly affect backflow
equivalently, the velocity ratio values of the shear-layer-type ve-
ocity profiles after the sudden expansion� and thus have only a
mall effect on local absolute instability �see �38��. Given that the
evels of backflow in the present problem are low �i.e., absolute
nstability is not strong�, we expect that, in the absence of external
oise, the effect of blowing on flow stability is not significant. If,
n the other hand, the blowing stream is characterized by non-
egligible levels of sustained noise, then the flow can exhibit un-
teadiness via convective instabilities �see �24��.

onclusions
The results of the present work show that on the bottom wall,

ig. 9 Contour maps of modified coefficient of friction: „a…
ottom wall and „b… top wall
nd inside the primary recirculation bubble, suction increases the

ournal of Heat Transfer
modified coefficient of friction and blowing reduces it. The reat-
tachment length of the primary recirculation bubble is increased
by increasing the blowing bleed coefficient and is decreased by

Fig. 10 Distribution of Nusselt number: „a… Bottom wall Re
=400, „b… bottom wall Re=800, „c… top wall Re=400, and „d… top
wall Re=800
increasing the suction bleed rate. Suction increases the size of the

NOVEMBER 2007, Vol. 129 / 1525
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econdary bubble and blowing reduces it. The local Nusselt num-
er on the bottom wall increases by suction and decreases by
lowing, and the opposite occurs at the top wall. The maximum
ocal Nusselt number on the bottom wall coincides with the point
f reattachment. High values of average Nusselt number on the
ottom wall are identified by high Reynolds numbers and high
uction bleed rates. However, the low values correspond to high
lowing rates. On the top wall, high Nusselt numbers are identi-
ed by high Reynolds numbers and high bleed rates.

omenclature

ig. 11 Temperature profiles Re=400: „a… x=2.0, „b… x=3.0, „c…
=5.50, and „d… x=8.0
A � constant in the grid stretching equation

526 / Vol. 129, NOVEMBER 2007
a � upstream channel height �m�
Cf � coefficient of friction, dimensionless

C
*

f � modified coefficient of friction, dimensionless
Cavg

f � average coefficient of friction, dimensionless
Dx � location of grid clustering in x direction �m�
Dy � location of grid clustering in y direction �m�
DH � hydraulic diameter at inlet �DH=2a� �m�
ER � expansion ratio �H /S�, dimensionless

H � downstream channel height �m�
h � local convection heat transfer coefficient

�W m−2 K−1�
k � thermal conductivity �W m−1 K−1�
L � length of the channel �m�

M � number of points in horizontal direction
N � number of points in vertical direction

Nu � Nusselt number �h�DH� /k�

Fig. 12 Temperature isocontours for Re=400: „a… �=0, „b… �
=−0.005, and „c… �=0.005

Fig. 13 Average Nusselt number distribution versus bleed co-

efficient for Re=800 and Re=400
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p � dimensionless pressure

p* � pressure �N m−2�
Pr � Prandtl number �� /��
Re � Reynolds number �umDH� � �
qw � heat flux �W m−2�
S � step height �m�
T � temperature �K�

Tw � wall temperature �K�
Tb � bulk temperature �K�
um � average velocity of the incoming flow at inlet

�m/s�
u � dimensionless x component of velocity

u* � x component of velocity �m/s�
v � dimensionless y component of velocity

v* � y component of velocity �m/s�
vw � dimensionless bleed velocity

v*w � bleed velocity �m/s�
x � dimensionless horizontal coordinate

x* � horizontal distance �m�
x1 � beginning of the secondary recirculation

bubble, dimensionless
x2 � end of the secondary recirculation bubble,

dimensionless
xr � reattachment length, dimensionless
X � location of uniformly distributed grid points

ig. 14 Contour maps of average Nusselt number: „a… Bottom
all and „b… top wall
y � dimensionless vertical coordinate

ournal of Heat Transfer
y* � vertical distance �m�
Y � location of uniformly distributed grid points in

the y direction

Greek Letters
� � thermal diffusivity �m2/s�

 � clustering parameter in x direction
� � clustering parameter in y direction
� � numerical tolerance
� � dimensionless temperature
� � dynamic viscosity �Ns m−2�
� � density �kg m−3�
� � bleed coefficient, �=v*w /um
 � shear stress �N m−2�
� � transport quantity
� � kinematic viscosity �m2/s�

Subscripts
avg � average

b � bulk value
LW � bottom wall

m � mean value
resid � residual
UW � top wall

w � wall
wc � cold wall
wh � hot wall
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Heat „Mass… Transfer Distribution
in a Two-Pass Trapezoidal
Channel With a 180 deg Turn
The heat transfer characteristics of airflows in serpentine cooling channels in stator
vanes of gas turbines were studied. The cooling channels were modeled as a two-pass
trapezoidal channel with a 180 deg turn. Naphthalene sublimation experiments were
conducted and the heat and mass transfer analogy was applied to study the local heat
(mass) transfer distributions on one of the two primary walls of the channel. Results were
obtained for turbulent airflow through the channel with smooth walls, and with trans-
verse ribs on one wall and on two opposite walls, over a range of Reynolds numbers
between about 10,000 and 60,000. The results showed that there was a very large varia-
tion of the local heat (mass) transfer distribution in the turn and downstream of the turn.
In all of the cases studied, the regional average heat (mass) transfer was higher on the
downstream half of the turn than on the upstream half of the turn and was higher in the
turn with the flow entering the channel through the smaller straight section than when the
flow was reversed. The shape of the local heat (mass) transfer distribution at the turn was
not significantly affected by varying the air mass flow rate. In the smooth wall case, the
local heat (mass) transfer was high near the end wall and the downstream outer wall in
the turn and was relatively low in two regions near the upstream outer wall and the
downstream edge at the tip of the divider wall in the turn. With ribs on two opposite
walls, the variation of the local heat (mass) transfer was larger, especially in the turn and
downstream of the turn, than in the smooth wall case. The pressure drop across the turn
was higher in the case of the flow entering the channel through the larger straight section
than when the flow was reversed. As expected, the ribs increased the pressure drop across
the turn. �DOI: 10.1115/1.2764084�

Keywords: forced convection, trapezoidal channel, sharp turn, naphthalene sublimation
ntroduction
The high gas entry temperatures in modern gas turbines neces-

itate that internal components withstand temperatures higher than
he melting points of the components. To protect the airfoils, the
anes and blades whose external surfaces are exposed to high
emperature gases, air from the compressors is forced through
nternal cooling passages to remove heat from the airfoils. These
haped cooling passages often have irregular cross sections and
ave 180 deg turns connecting long straight sections.

A literature survey shows that there have been a large number
f studies on the heat transfer in stationary and rotating, straight
nd multipass channels, with square and rectangular cross sec-
ions, and with rib-roughened walls, to examine the effects of the
spect ratio of the channel, the geometry of the turn, the configu-
ation of the ribs, and rotation, on the heat transfer distribution
long the channel. The results of these studies are useful in the
esign of serpentine cooling passages with turbulators in gas tur-
ines. Many of these studies were discussed in two separate chap-
ers in Han et al. �1� for stationary channels and rotating channels,
espectively. In the case of turbulator-enhanced heat transfer for
quare and rectangular channels with no rotation, earlier studies
nclude those by Burggraf �2�, Han et al. �3�, and Boyle �4�, and
xamples of more recent studies are those of Han et al. �5�, Lau et
l. �6�, Acharya et al. �7�, Ekkad and Han �8�, and Rhee et al. �9�.
n the case of heat transfer in rotating channels with sharp turns
nd turbulators, there were earlier studies such as of Johnson et al.
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eived March 8, 2007. Review conducted by Gautam Biswas.
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�10,11� and more recent studies such as of Lau and co-
workers�12,13�, Lee et al. �14�, Cho et al. �15�, Liu et al. �16�, and
Zhou and Acharya �17�.

Ekkad and Han �8� and Ekkad et al. �18� obtained the local heat
transfer distributions at a sharp 180 deg turn in a two-pass square
channel with smooth walls, rib turbulators on two opposite walls,
and with bleed holes on two opposite walls. Taslim et al. �19�
studied the effects of bleed holes and tapered ribs on the heat
transfer and pressure drop in trapezoidal channels that modeled
cooling passages near the trailing edge of gas turbine airfoils.
Taslim et al. �20� presented heat transfer results for 12 straight
channels with square and trapezoidal cross sections, with full ribs
on two opposite walls, and with and without half-length ribs on
the other two walls. They found that the half-length ribs signifi-
cantly enhanced the heat transfer on the two walls with full ribs.
Li et al. �21� reported local heat transfer distributions for flows
through wide trapezoidal channels with holes along a straight or
zigzag divider wall and with ejection slots along one outer wall.

Moon et al. �22� conducted transient heat transfer experiments,
using encapsulated thermochromic liquid crystals, to obtain the
local distributions of the heat transfer coefficient on all of the
walls at the turn of a smooth two-pass channel with a trapezoidal
cross section for various rates of airflow through the channel.
They found that the heat transfer was much higher on the walls in
the turn and downstream of the turn than on the walls upstream of
the turn. The turn caused high heat transfer in several distinct
regions on the end wall, the outlet outer wall, and on the two
opposite primary walls in the turn and downstream of the turn.
The flow separated at the tip of the divider wall and reattached on
the outlet inner wall in a region only a short distance from the
turn. The heat transfer was the lowest on the inlet outer wall. Heat

transfer enhancement due to the turn was the highest in the lowest
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eynolds number case. The trends of the local heat transfer dis-
ributions on the various walls at the turn were relatively insensi-
ive to varying the flow rate, over the range of flow rates studied.

In this study, cooling channels in turbine airfoils were modeled
s a channel with two straight trapezoidal sections connected with
sharp 180 deg turn. The effect of the turn on the distribution of

he local heat transfer distribution was studied in the cases of a
hannel with smooth walls, a channel with transverse ribs on one
all, and a channel with transverse ribs on two opposite walls.
aphthalene sublimation experiments were conducted to obtain

he mass transfer distributions, and the heat and mass transfer
nalogy was used to convert the mass transfer distributions to heat
ransfer distributions. The results of this study should help gas
urbine designers determine local temperature distributions in
ooling passages in turbine airfoils and to identify regions with
arge temperature variations and high thermal stresses. The results
ill also enable engineers to develop numerical models to opti-
ize these internal cooling passages to improve the thermal per-

ormance of gas turbines.

xperimental Apparatus and Procedure
A schematic of the test apparatus for this study is shown in Fig.

. The test section consisted of a two-pass channel with two
traight sections of different trapezoidal cross sections, connected
ith a sharp 180 deg turn. The channel was constructed of
.91 cm thick pine wood. As shown in Fig. 2, the length of each
traight section, or the distance between the channel inlet, or exit,
nd the end wall at the turn, was 61.0 cm, while the width of each
ection was 3.81 cm and the thickness of the inner or divider wall
etween the two sections was 1.91 cm. The width of the clearance
t the turn, or the distance between the tip of the divider wall and
he end wall, was also 3.81 cm. The top and bottom walls of the
est channel were both flat and were at an angle of 21.8 deg with
espect to each other, such that the heights of the outer and inner
ertical walls of one straight section were 3.81 cm and 5.33 cm,
nd the heights of the inner and outer vertical walls for the other
traight section were 6.10 cm and 7.62 cm, respectively. All of
hese dimensions were for the inside surfaces of the channel walls.

As shown in Fig. 2, a 30.9 cm long U-shaped section on the
nside surface of the bottom wall was hollowed out to facilitate
he installation of 16 aluminum cassettes for the determination of
he streamwise variation of the mass transfer coefficient along the
hannel. Each of these cassettes was 0.95 cm thick and had a
.38 cm deep cavity. During a casting process, the cavity was
lled with naphthalene, exposing a smooth, flat surface that was
ass transfer active. The width of the naphthalene surfaces on 14

f the cassettes was 3.81 cm, which was the same as the width of
ach straight section of the test channel. Two other cassettes with
aphthalene surfaces that measured 3.73�4.69 cm2 made up the
ortion of the bottom wall at the turn. Once these 16 cassettes
ere installed, the inner surface of the bottom wall was mass

ransfer active, except for the top of two 0.76 mm wide rims of
ach cassette. The other two wider rims of each cassette, with a
hickness of 3.81 mm, were hidden underneath the divider wall,

Fig. 1 Schematic of test apparatus for this study
ne of the two outer walls, or the end wall.

530 / Vol. 129, NOVEMBER 2007
To enable the measurement of the distribution of the local mass
transfer at the turn, the eight cassettes closest to the turn were
replaced with a U-shaped cassette �see Fig. 2�e��. Once this
U-shaped cassette was installed on the bottom wall, the surface of
the entire turn region of the bottom wall was mass transfer active.

For two sets of experiments, transverse ribs were attached with
silicon adhesive on the bottom wall, and on both the top and
bottom walls, respectively, over the entire length of the test chan-
nel, with a spacing of 3.81 cm. These ribs were 3.2�3.2 mm2

square stripes of balsa wood. Thus, the distance between two con-
secutive ribs was equal to 12 times the height of the ribs. On each
naphthalene cassette, the balsa wood stripe was installed on top of
the thin rim along the downstream edge of the cassette.

The two-pass test channel was connected to a settling chamber
and then to an open airflow loop �see Fig. 1�. During an experi-
ment, air was drawn through the flow loop from the air-
conditioned laboratory and the exhaust air that contained naphtha-
lene vapor was ducted to the outside of the laboratory through a
fume hood. The air mass flow rate was controlled with a valve and
was measured with an orifice flow meter along with two manom-
eters. The temperature of the air at the entrance of the test section
was measured with two thermocouples and was monitored con-
tinuously with a data acquisition system over the duration of the
experiment.

To ensure that the naphthalene in all of the cassettes was in
thermal equilibrium with the air in the air-conditioned laboratory,
the cassettes were stored in sealed plastic bags in the laboratory
for at least 12 h before an experiment. To determine the variation
of the regional average mass transfer coefficient along the two-
pass test channel, the naphthalene cassettes were weighed, one at
a time, with an electronic balance, before and after the experi-
ment. The difference between the weights of each cassette gave

Fig. 2 Schematics of walls of trapezoidal test channel
the mass transfer from the naphthalene surface of the cassette to
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he airflow during the experiment. The rate of mass transfer was
eeded to calculate the regional average mass transfer coefficient.

To determine the local mass transfer coefficient distribution on
cassette, the elevations at a grid of predetermined points on the

aphthalene surface and on the top surface of the rim of the cas-
ette were measured with an electronic depth gauge before and
fter the experiment. The elevations on the top surface of the rim
ere needed to determine the location of the reference plane of

he naphthalene surface in the calculations of the elevation
hanges at the grid points on the naphthalene surface. The changes
f the elevations at the grid points were used to calculate the local
ass transfer coefficients.
Experiments were conducted for the air entering the trapezoidal

est channel through the straight section with the smaller cross
ection as well as entering through the straight section with the
arger cross section and for four different airflow rates. Regional
verage and local mass transfer coefficients were obtained for
irflows through the test channel with smooth walls and with
ransverse ribs on one wall and on two opposite walls. The anal-
gy of heat and mass transfer was applied to convert the mass
ransfer coefficients to heat transfer coefficients.

To obtain the pressure drop across the turn, two pressure taps
ere installed on the top wall and the outer sidewall, respectively,

n each of the two straight sections of the trapezoidal test channel.
hese pressure taps were located on the centerlines of the walls at
distance of 43.8 cm from the channel inlet and exit. The differ-

nce in the static pressures at these two pairs of taps was mea-
ured with a micromanometer or an inclined manometer, depend-
ng on the range, and was checked with a calibrated pressure
ransducer with a digital readout.

Additional experiments were conducted to calibrate the thermo-
ouples and the data acquisition system with a constant tempera-
ure bath and a NIST-calibrated thermometer, to calibrate the elec-
ronic balance and the electronic depth gauge with standards
rovided by the respective manufacturers, and to determine the
orrections to the local and average mass transfer during blower
tartup and shutdown, and when the naphthalene cassettes were
eighed and the elevations on the surfaces of the naphthalene

assettes were determined.
To validate the experimental method, additional local and aver-

ge mass transfer experiments were conducted for flow through a
wo-pass square channel. For these experiments, the test channel
ad the same bottom wall with the naphthalene cassettes from the
rapezoidal channel, and the sidewalls, the divider wall, and end
all all had a height of 3.81 cm, the same as the width of each

traight section of the channel. Experiments were conducted to
btain the Sh/Sh0 distributions on the bottom wall at the turn, and
he streamwise variations of Sh/Sh0, for four different airflow
ates. The Sh/Sh0 distributions at the turn and the variations of
h/Sh0 obtained were compared with those reported by other re-
earchers in the open literature.

ata Reduction
Once the air mass flow rate was determined using the pressure

rop across the orifice in the flow meter, the Reynolds number for
he flow through the test channel was calculated as

Re =
�V̄Dh

�
=

4ṁ

�P
�1�

here Dh and P were the hydraulic diameter and the perimeter of
he rectangular flow cross section between the tip of the divider
all and the end wall. For the same air mass flow rate, the two
eynolds numbers based on the hydraulic diameters of the trap-
zoidal cross sections of the two straight sections of the test chan-
el were 10.5% smaller and 13.5% larger than this Reynolds num-
er based on the hydraulic diameter of the cross section at the turn

learance.

ournal of Heat Transfer
The segmental �or regional average� mass transfer coefficient
was defined as

h̄m =
�Mn/�t

As��v,w − �̄v,b�
�2�

where �Mn was the total mass transfer from the naphthalene sur-
face of a cassette to the air and �t was the duration of the experi-
ment, over which air flowed steadily through the test channel. The
vapor density of naphthalene at the wall �v,w was evaluated using
the ideal gas equation of state and the vapor pressure-temperature
correlation for naphthalene by Ambrose et al. �23�. The average
bulk vapor density of naphthalene �̄v,b was the average of the
vapor densities at the upstream and downstream edges of the
naphthalene surface being considered and was calculated as

�̄v,b =
1

2�� Ṁn

V̇
�

upstream

+ � Ṁn

V̇
�

downstream

� �3�

where Ṁn was the rate of total mass transfer from the upstream

naphthalene surfaces, and V̇ was the air volumetric flow rate.
The local mass transfer coefficient was defined as

hm =
Ṁn�

�v,w − �v,b
=

�s�z/�t

�v,w − �v,b
�4�

where Ṁn� was the local naphthalene mass flux, �s was the density
of solid naphthalene, and �z was the local change of elevation on
the naphthalene surface. The local bulk vapor density �v,b in Eq.
�4� was the rate of total mass transfer from naphthalene surfaces
upstream of the grid point divided by the air volumetric flow rate.

The segmental and local Sherwood numbers were defined, re-
spectively, as

Sh =
h̄mDh

�
and Sh =

hmDh

�
�5�

where � was the mass diffusion coefficient for naphthalene vapor
in the air, which was determined with a correlation given in Gold-
stein and Cho �24�.

According to the analogy between heat transfer and mass trans-
fer described in Eckert �25�,

Nu

Nu0
=

Sh

Sh0
and

Nu

Nu0
=

Sh

Sh0
�6�

where the reference Nusselt number and Sherwood number were
based on the Dittus-Boelter correlations �26� for a fully developed
turbulent flow at the same Reynolds number through a smooth
channel.

A friction factor was defined as

f =
��p/L�Dh

�V̄2/2
= 2���p

L
��Ac

ṁ
�2

Dh �7�

where �p was the pressure drop across the sharp turn, L was the
streamwise distance between the locations of the pressure taps
along the centerline of the test channel, and Ac was the channel
flow cross-sectional area at the turn clearance. The experimental
friction factor was normalized by the friction factor for fully de-
veloped turbulent flow in a smooth channel, f0, which was given
in Ref. �26�.

The estimation of uncertainty values was based on a confidence
level of 95% �or 20:1 odds� and the relative uncertainty analysis
method of Coleman and Steele �27�. Also, in all uncertainty cal-
culations, uncertainty values of ±1.0% for all properties of air and
±0.25 mm for all physical dimensions were used.

The uncertainty of the air mass flow rate was calculated from
the uncertainties of the measured pressures at the orifice flow
meter and was found to be 2.9%. The maximum uncertainty of the

calculated Reynolds number was ±3.1%.
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Using uncertainty values of ±1.0% for the density of solid
aphthalene and the uncertainty of the measure values of �z, the
ncertainty of the local mass transfer coefficient was estimated to
e ±10.9%. Similarly, using the uncertainty of the measured val-
es of �Mn, the uncertainty of the average mass transfer coeffi-
ient was estimated to be ±7.7%. According to Goldstein and Cho
24�, the diffusion coefficient of naphthalene vapor in air had an
ncertainty of about ±2.0%. With this value, the calculated values
f the relative uncertainties for the local and average Sherwood
umbers were ±11.1% and ±8.0%, respectively.

Using the maximum uncertainty values of ±4.0% for the mea-
ured pressure drops and ±2.9% for the air mass flow rate, the
aximum value of the relative uncertainty of the friction factor
as calculated to be ±7.8%.

resentation and Discussion of Results
In this section, the distributions of the mass transfer coefficient

t the 180 deg turn and along the test channel are presented. The
etailed distributions are based on the measurements of the local
levations at a grid of 3776 points on the naphthalene surface �and
n the top surface of the rim� of the U-shaped cassette on the
ottom wall at the turn �see Fig. 2�e��. The results are presented as
ontours of constant Sh/Sh0 values for air entering the test chan-
el through the smaller trapezoidal straight section and through
he larger trapezoidal straight section, for the test channel with all
mooth walls and with transverse ribs on two opposite walls, and
or four Reynolds numbers. The variations of the regional average
ass transfer coefficient along the test channel are based on the
eighing of the 16 naphthalene cassettes �see Fig. 2�c��. The re-
ional average results are presented as variations of Sh/Sh0 along
6 segments of the bottom wall of the test channel for air entering
he test channel through the smaller straight section and through
he larger straight section, for the test channel with all smooth
alls and with transverse ribs on the bottom wall only and on both

he top and bottom walls, and for four Reynolds numbers. Accord-
ng to the heat and mass transfer analogy �Eq. �6��, the local and
egional average distributions give the distributions of the respec-
ive Nusselt numbers for airflows through the two-pass trapezoidal
hannel relative to those for fully developed turbulent flows of air
hrough a smooth straight channel at the same Reynolds numbers.

The results of this study are reported in this section for four
ominal Reynolds numbers. The actual values of the Reynolds
umbers deviate from the, respectively, nominal values by a maxi-
um of ±2.9%.

Mass Transfer Distributions for Square Channel With
mooth Walls. As mentioned earlier, local and regional average
ass transfer results were obtained for airflow through a two-pass

quare channel to validate the experimental method. Figure 3
ives the local mass transfer distributions at the turn on the bot-
om wall of the square channel for four different Reynolds num-
ers between 10,000 and 65,000. Because the Sh/Sh0 distribu-
ions are quite similar to one another, the shape of the local mass
ransfer distribution at the turn is not significantly affected by
arying the air mass flow rate. The Sherwood number ratio is low
nd is almost constant, with a value of about 1.0, near the end of
he straight section upstream of the turn, and increases along the

ain flow direction in the turn, with higher values near the outer
alls and lower values near the tip of the divider wall in the turn.
he ratio remains quite high downstream of the turn, and then it
ecreases further downstream along the second straight section as
he flow redevelops. The mass transfer is high at the base of the
pstream half of the end wall as the flow is deflected from the end
all onto the bottom wall. When the flow is pushed by centrifugal

orces at the turn toward the downstream outer wall and is then
eflected onto the bottom wall, the mass transfer on the bottom
all is very high along the downstream outer wall. A low mass

ransfer region near the upstream outer wall in the turn is the

esult of flow recirculation, as the flow is deflected from the end

532 / Vol. 129, NOVEMBER 2007
wall and turns downstream around the tip of the divider wall.
The vigorous mixing at the turn increases the turbulence in the

flow and causes the mass transfer to be high over a large portion
of the bottom wall in the turn and downstream of the turn. A
distinctive relatively low mass transfer region between the down-
stream inner and outer edges of the turn may be caused by the
interaction between the separated flow from the upstream edge of
the divider wall and the deflected flow from the end wall toward
the bottom wall. A third region of relatively high mass transfer is
observed near a rather small region of slightly lower mass transfer
just downstream of the tip of the divider wall. This mass transfer
distribution along the downstream side of the divider wall may be
the result of the separation of the flow at the downstream edge of
the tip of the divider wall and the reattachment of the flow onto
the downstream side of the divider wall and the bottom wall.
Downstream of the turn, the Sh/Sh0 value is higher near the inner
and outer walls and is lower in the middle of the bottom wall. The
Sh/Sh0 distribution may suggest that there is a pair of counter-
rotating vortices �of two different sizes that may change along the
downstream straight section� over the bottom wall as the flow
enters the downstream straight section of the channel.

The development of the flow in the upstream straight �inlet�
section, the increase of the mass transfer in the turn, and the
redevelopment of the flow in the downstream straight �exit� sec-
tion are evident in the streamwise distributions of the segmental of
regional average Sherwood number ratio given in Fig. 4. In the
turn, the Sh/Sh0 values are larger on wall segment No. 9 than on
wall segment No. 8, and the Sh/Sh0 values on both wall segments
are larger when the Reynolds number is smaller. The Sh/Sh0 and
Sh/Sh0 distributions in Figs. 3 and 4 compare very well with and
have all of the features of those at the 180 deg turns of square
channels with smooth walls presented in Refs. �5,8�.

Mass Transfer Distributions for Trapezoidal Channel With
Smooth Walls. In Figs. 5 and 6, the local mass transfer distribu-
tions at the turn on the smooth bottom wall of the trapezoidal
channel are presented for airflow entering the smaller straight sec-
tion and for airflow entering the larger straight section, respec-
tively. In each figure, the four local mass transfer distributions are
for Re	9400, 16,800, 31,800, and 57,200. For either flow direc-
tion, the shape of the Sh/Sh0 distribution at the turn is again not
significantly affected by varying the air mass flow rate. Also, as in
the square channel case, the Sh/Sh0 value is low in the inlet
section, is high near the end wall and the downstream outer wall

Fig. 3 Local mass transfer distributions at sharp turn in
square channel with smooth walls
in the turn, and is low in two regions near the upstream outer wall

Transactions of the ASME
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nd the downstream edge of the divider wall in the turn.
Comparing Figs. 5 and 6, it is evident that the Sh/Sh0 value

pstream of the turn is higher for airflow entering the smaller
rapezoidal straight section than for airflow entering the larger
rapezoidal straight section because of the higher velocities of the
ow in the inlet section with the smaller flow cross-sectional area.
ote that the Reynolds number is based on the hydraulic diameter

t the turn clearance. The higher velocities of the flow that enters
he turn from the smaller inlet section cause the mass transfer on
he bottom wall to be higher along the base of almost the entire
nd wall, as the flow with a larger momentum impinges onto the
nd wall. A close examination of corresponding Sh/Sh0 distribu-
ions for the same Reynolds numbers shows that the mass transfer
s higher everywhere on the upstream half of the bottom wall in
he turn in the case of airflow entering the smaller inlet section.
ven as the flow cross section increases in the turn, the larger
omentum of the flow from the smaller inlet section and the

ncrease of the turbulence in the turn still cause the mass transfer
o be higher on the downstream half of the bottom wall in the turn
han for the accelerating flow entering the turn from the larger
nlet section. The differences in the Sh/Sh0 values, however, are
maller on the downstream half of the bottom wall than on the
pstream half.

Figure 5 shows that, downstream of the turn in the larger exit
ection, the mass transfer remains quite high on the bottom wall,

ig. 5 Local mass transfer distributions at sharp turn in trap-
zoidal channel with smooth walls and a smaller inlet straight

ig. 4 Segmental mass transfer distributions along square
hannel with smooth walls
ection

ournal of Heat Transfer
with the mass transfer decreasing along the outer wall and the
lowest Sh/Sh0 values along the downstream side of the divider
wall. After a length of about three times the channel width down-
stream of the turn, the Sh/Sh0 value decreases to about 2.0.

In the case of the flow entering the larger inlet section, the mass
transfer is higher near the downstream outer wall in the turn than
near the end wall. As shown in Fig. 6, the difference between the
Sh/Sh0 values in these two high mass transfer regions is larger
when the Reynolds number is smaller. The flow enters the turn
from the larger inlet section with relatively low velocities and
accelerates around the turn as the flow cross section is reduced in
the turn. Downstream of the turn in the smaller exit section, the
mass transfer is lower in the middle of the bottom wall than along
the outer wall and along the downstream side of the divider wall.
The Sh/Sh0 distributions downstream of the turn are similar to
those for the square channel, except that the accelerating flow in
the turn appears to strengthen a pair of counter-rotating vortices
over the bottom wall, causing the high Sh/Sh0 values along the
two sidewalls and very low values �as low as about 1.4 for Re

9400� in the middle of the bottom wall.

Figure 7 compares the streamwise distributions of the regional
average Sherwood number ratio along the trapezoidal channel for
airflow entering the smaller straight section �round symbols in the
figure� and those for airflow entering the larger straight section
�diamond symbols�. For the trapezoidal channel with smooth
walls �Fig. 7�a��, the Sh/Sh0 distributions are higher in the
smaller inlet section but are lower far downstream of the turn in
the larger exit section. In the turn, the Sh/Sh0 value is higher on
wall segment No. 9 than on wall segment No. 8, higher in the
smaller inlet section case than in the larger inlet case, and is
higher when the Reynolds number is smaller �lighter symbols for
smaller Reynolds numbers and darker symbols for larger Rey-
nolds numbers�. Downstream of the turn, Sh/Sh0 decreases along
the streamwise direction, with slightly higher values on wall seg-
ment Nos. 10 and 11 for airflow entering the smaller straight
section, but Sh/Sh0 decreases with a steeper slope because the
velocities of the flow are smaller in the larger downstream straight
section. The regional average mass transfer is the highest on the
downstream wall segment �segment No. 9� in the turn, except
when Re
57,200, in which case Sh/Sh0 is the highest on seg-
ment No. 10, as Fig. 7�a� shows that the peaks of the Sh/Sh0
distributions occur at segment No. 9 or 10.

Mass Transfer Distributions for Trapezoidal Channel With
Ribs on One Wall or on Two Opposite Walls. For two sets of

Fig. 6 Local mass transfer distributions at sharp turn in trap-
ezoidal channel with smooth walls and a larger inlet straight
section
experiments, regional average mass transfer was determined on 16
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egments of the bottom wall with transverse ribs on the bottom
nd with or without aligned transverse ribs on the top wall. As
escribed earlier, these ribs were 3.2�3.2 mm2 square balsa
ood stripes, they were installed along the downstream edges of

he 16 naphthalene cassettes, and their surfaces exposed to the
irflow were mass transfer inactive. Figures 7�b� and 7�c� compare
he Sh/Sh0 distributions for airflow entering the smaller straight
ection �round symbols� and those for airflow entering the larger
traight section �diamond symbols�, with ribs on the bottom wall
nly and with ribs on both the top and bottom walls, respectively.
ith the ribs periodically interrupting the boundary layers on the

ottom wall, the Sh/Sh0 value is larger than 1.0 everywhere along
he two straight sections of the trapezoidal channel.

In the channel with ribs on the bottom wall only, Fig. 7�b�
hows that the Sh/Sh0 value is about 2.4 in the smaller inlet
ection and is about 1.7 in the larger inlet section immediately
pstream of the turn. As in the channel with smooth walls, the
ass transfer in the turn is higher in the smaller inlet case than in

ig. 7 Segmental mass transfer distributions along trapezoi-
al channel: „a… with smooth walls, „b… with ribs on one wall,
nd „c… with ribs on two opposite walls
he larger inlet case. For both flow directions, the Sh/Sh0 values
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in the turn are again higher on the downstream wall segment
�segment No. 9� than on the upstream wall segment �segment No.
8�. Downstream of the turn in the larger exit section, as the flow
redevelops, Sh/Sh0 decreases with an increasing �less negative�
slope until it reaches a value of about 1.7, which is about the same
as the Sh/Sh0 value in the larger inlet section immediately up-
stream of the turn. Downstream of the turn in the smaller exit
section, Sh/Sh0 increases to values between 3.5 and 4.4, much
higher than those in the turn, on wall segment Nos. 10 and 11,
before it decreases to values between 2.5 and 2.9 at the channel
exit.

The Sh/Sh0 distributions along the channel with ribs on both
the top and bottom walls are similar to, but are higher than, those
along the channel with ribs on the bottom wall only. Figure 7�c�
shows that the Sh/Sh0 value is about 2.7 in the smaller inlet
section and is about 2.0 in the larger inlet section immediately
upstream of the turn of the channel with ribs on both the top and
bottom walls. Again, the mass transfer in the turn is higher in the
case of the smaller inlet section than in the case of the larger inlet
section, with higher mass transfer in the downstream half of the
turn than in the upstream half of the turn in both cases. Down-
stream of the turn in the larger exit section, Sh/Sh0 decreases
abruptly to values between 1.8 and 2.0, while downstream of the
turn in the smaller exit section, Sh/Sh0 increases to values as high
as almost 4.7 before it decreases to values between 3.0 and 3.4 at
the channel exit.

In Figs. 8 and 9, the local mass transfer distributions at the turn
on the bottom wall of the trapezoidal channel with ribs on both the
top and bottom walls are presented for airflow entering the smaller
straight section and for airflow entering the larger straight section,
respectively. These distributions are based on the local elevation
measurements on the U-shaped naphthalene cassette �Fig. 2�e��
with balsa wood stripes attached to the naphthalene surface at the
same locations where balsa wood stripes were attached to the
eight individual cassettes near the turn for regional mass transfer
measurements. In each of the two figures, the four Sh/Sh0 distri-
butions for Re	9400, 16,800, 31,800, and 57,200 are similar,
with lower values when the Reynolds number is higher. Also, the
ribs cause large variations of the local mass transfer, as they pe-
riodically interrupt the boundary layers on the bottom wall. Note
that the Sh/Sh0 distributions on the ribbed wall are presented in
Figs. 8 and 9 with a scale that is different from that for the distri-
butions on the smooth bottom wall in Figs. 5 and 6.

For flows in both directions, the streamwise Sh/Sh0 variations

Fig. 8 Local mass transfer distributions at sharp turn in trap-
ezoidal channel with ribs on two opposite walls and a smaller
inlet straight section
between consecutive ribs in the inlet section are larger than the
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panwise variations. Upstream of the turn, as the flow reattaches
nto the bottom wall downstream of the ribs, the Sh/Sh0 value is
igher than 3.1–3.4 over the reattachment regions in the smaller
nlet section and is higher than 2.2–2.5 in the larger inlet section,
epending on the Reynolds number. In the turn, there are very
arge mass transfer variations, with the largest Sh/Sh0 values near
he end wall just downstream of the rib in the turn and small
h/Sh0 values upstream of the rib in the turn and upstream of the
rst rib in the exit section. The local Sherwood number ratio is
lso large along the upstream half of the end wall and near the
ownstream outer wall and is small along the upstream outer wall,
s in the smooth wall cases. The interactions of secondary flows in
he turn with ribs on two opposite walls cause very large varia-
ions of the local mass transfer and the various individual regions
f high and low mass transfer in the turn.

Comparing Figs. 8 and 9, it can be seen that the Sh/Sh0 value
pstream of the turn is higher in the smaller inlet section than in
he larger inlet section because of the higher velocities of the flow
n the inlet section with the smaller flow cross-sectional area.
nlike in the smooth wall case, the Sh/Sh0 values are much lower

n the larger exit section than in the turn �Fig. 8�, as the air flows
ver the bottom wall with ribs at lower velocities in the larger exit
ection. In the smooth wall case, the increase of the turbulence in
he flow keeps the Sh/Sh0 values relatively high in the larger exit
ection �see Fig. 5�. Figure 7 shows that the regional average mass
ransfer downstream of the turn is higher in the larger exit section
ith smooth walls than in the larger exit section with ribs on the

op and bottom walls. The Sh/Sh0 values are between 2.1 and 3.2
n the smooth wall case and between 1.8 and 2.5 in the ribbed wall
ase. However, Fig. 7 also shows that Sh/Sh0 is about 2.0 further
ownstream in the larger ribbed exit section, while Sh/Sh0 con-
inues to decrease along the larger smooth exit section and reaches
value of just over 1.0 at the channel exit.
For airflow entering the larger upstream straight section �Fig.

�, the mass transfer is clearly the highest downstream of the turn,
s the flow that leaves the turn with very high turbulence enters
he smaller exit section. Individual regions of very high Sh/Sh0
alues are evident along the outer wall and along the downstream
ide of the divider wall. The Sh/Sh0 distributions between con-
ecutive ribs in the smaller exit section are very different from the
lmost two-dimensional distributions resulting from the periodic
eparated and reattached flow over the ribs on the bottom wall in
he inlet section. The local distributions in the smaller exit section
ith ribs given in Fig. 9 are consistent with the corresponding

ig. 9 Local mass transfer distributions at sharp turn in trap-
zoidal channel with ribs on two opposite walls and a larger

nlet straight section
egional average distributions presented in Fig. 7�c�, which shows

ournal of Heat Transfer
that Sh/Sh0 is much larger on wall segment Nos. 10–12 down-
stream of the turn than on wall segment Nos. 8 and 9 in the turn.

Pressure Drop Across the Turn in Trapezoidal Channel. The
pressure drop across the turn was defined as the difference be-
tween the static pressures at two streamwise stations near the turn
in the two straight sections of the trapezoidal test channel. These
stations were at a distance of 43.8 cm from the inlet and exit,
respectively. The distance between the two stations �L in Eq. �7��,
measured along the centerline of the test channel around the turn,
was 36.2 cm. The pressure drop results are presented in this sec-
tion in terms of a friction factor ratio f / f0, which gives the aver-
age pressure gradient around the turn relative to that for fully
developed turbulent flow at the same Reynolds number in a
smooth straight channel with a hydraulic diameter equal to that of
the cross section at the turn clearance. A minor loss coefficient for
the turn may be calculated from the friction factor as f�L /Dh�.

In Fig. 10, the pressure drops across the turn are presented for
flows at four different flow rates through a square channel with
smooth walls, and trapezoidal channels with smooth walls, ribs on
one wall, and ribs on two opposite walls, and with flows in oppo-
site directions—flow entering the channel through the smaller
straight section or through the larger straight section. The results
show that the friction factor ratio increases with increasing Rey-
nolds number in all of the cases studied. The turn in the trapezoi-
dal channel with smooth walls, with airflow in either direction,
causes a higher pressure drop than the turn in the square channel
with smooth walls. The f / f0 values range from 9.4 to 15.4 for the
trapezoidal channel with a larger inlet section and from 6.5 to 10.2
for the trapezoidal channel with a smaller inlet section, as Rey-
nolds number is increased from about 10,000 to 60,000. Thus, the
acceleration of the flow around the turn as the flow cross section
decreases appears to cause about 50% higher pressure drop than
when the flow direction is reversed. As expected, ribs on one wall
cause an additional pressure drop across the turn, and ribs on two
walls increase the pressure drop across the turn more than ribs on
one wall only. In the case of a trapezoidal channel with the airflow
entering the larger straight section of the channel and ribs on two
opposite walls, the pressure drop across the turn is the highest,
with f / f0 values ranging from 17.1 to 29.7, which are 50–60%
higher than the corresponding values in the case with the flow
direction reversed.

Summary of Results and Concluding Remarks
Naphthalene sublimation experiments were conducted and the

heat and mass transfer analogy was used to study the local heat
transfer distributions on one of the two primary walls of a trap-
ezoidal channel with a 180 deg turn. Results were obtained for
turbulent airflow through the channel with smooth walls, and with

Fig. 10 Overall pressure drops across sharp turns in square
and trapezoidal channels
ribs on one wall and on two opposite walls, over a range of Rey-
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olds numbers between about 10,000 and 60,000. Based on the
eometries of the test channel and the conditions of the experi-
ents, the results may be summarized as follows.

1. There was a very large variation of the local heat �mass�
transfer distribution in the turn and downstream of the turn.
In all cases studied, the average heat �mass� transfer was
higher on the downstream half of the turn than on the up-
stream half of the turn.

2. In the smooth wall case, the heat �mass� transfer was high
near the end wall and the downstream outer wall in the turn
and was relatively low in two regions near the upstream
outer wall and the downstream edge of the divider wall in
the turn.

3. With ribs on two opposite walls, the variation of the local
heat �mass� transfer was larger than in the smooth wall case,
especially in the turn and downstream of the turn. The re-
gional average heat �mass� transfer was higher in the turn of
the trapezoidal channel with a smaller inlet section than in
the turn of the channel with a larger inlet section. Immedi-
ately downstream of the turn, the regional average heat
�mass� transfer in the larger exit section decreased abruptly,
while the regional average heat �mass� transfer in the smaller
exit section continued to increase and reached a maximum
value before it decreased as the flow redeveloped. Immedi-
ately downstream of the turn, the regional average heat
�mass� transfer was lower in the larger exit section of the
channel with ribs than in the exit section of the channel with
smooth walls for airflow in either direction.

4. The shape of the local heat �mass� transfer distribution at the
turn was not significantly affected by varying the air mass
flow rate. The average heat �mass� transfer enhancement in
the turn was always higher when the Reynolds number was
smaller.

5. The pressure drop across the turn was higher in the case of
the flow entering the channel through the larger straight sec-
tion than when the flow was reversed. As expected, the ribs
increased the pressure drop across the turn.

The results of this study show that there is a large variation of
he local heat �mass� transfer in the turn and immediately down-
tream of the turn for airflow through a two-pass trapezoidal chan-
el with smooth walls or with ribs on the walls. The large varia-
ion is caused by a very complex flow field with secondary flows,
eparated and reattached flows, and flow recirculation in the turn
nd near the ribs on the walls. To fully understand the effects of
he geometries of the channel, the turn, and the ribs, or turbulence
romoters, on the flow distribution in the channel, and the effect
f the flow field on the local heat �mass� transfer distributions on
he channel walls, parametric experimental and numerical studies

ust be continued to accurately measure or predict the flow fields
ear the turns in multipass channels of various geometries and the
eat �mass� transfer distributions on the channel walls. These re-
ults are needed in the design of serpentine cooling passages in
as turbine airfoils.

omenclature
Ac � flow cross-sectional area at turn clearance, m2

As � surface area, m2

Dh � hydraulic diameter of flow cross section at turn
clearance, m

f � friction factor
f0 � reference friction factor for fully developed

turbulent flow through smooth channel, equals
to �0.790 ln�Re�−1.64�−2

hm � local mass transfer coefficient, m/s

h̄m � segmental or regional average mass transfer
coefficient, m/s
L � streamwise distance between pressure taps, m

536 / Vol. 129, NOVEMBER 2007
ṁ � air mass flow rate, kg/s

Ṁn � rate of total mass transfer from upstream naph-
thalene surfaces, kg/s

Ṁn� � local naphthalene mass flux, kg/ �m2 s�
Nu � local Nusselt number
Nu � segmental or regional average Nusselt number

Nu0 � reference Nusselt number for fully developed
turbulent flow in smooth channel, equals to
0.023 Re0.8 Pr0.4

P � perimeter of flow cross section at turn clear-
ance, m

Pr � Prandtl number
Re � Reynolds number
Sc � Schmidt number
Sh � local Sherwood number
Sh � segmental or regional average Sherwood

number
Sh0 � reference Sherwood number for fully devel-

oped turbulent flow through smooth channel,
equals to 0.023 Re0.8 Sc0.4

V̇ � volumetric flow rate of air, m3/s

V̄ � average velocity, m/s

Greek Symbols
�Mn � total mass transfer from naphthalene surface to

air, kg
�p � pressure drop across sharp turn, N/m2

�t � duration of experiment, s
�z � local change of elevation on naphthalene sur-

face, m
� � dynamic viscosity of air, N s/m2

� � density of air, kg/m3

�v,b � local bulk vapor density of naphthalene, kg/m3

�̄v,b � average bulk vapor density of naphthalene,
kg/m3

�s � density of solid naphthalene, kg/m3

�v,w � vapor density of naphthalene on naphthalene
surface, kg/m3

� � mass diffusion coefficient of naphthalene vapor
in air, m2/s
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Detailed Heat/Mass Transfer
Distributions in a Rotating
Smooth Channel With Bleed Flow
In this study, the effects of bleed flow on heat/mass transfer in a rotating smooth square
channel were investigated. The hydraulic diameter �Dh� of the channel was 40.0 mm, and
the diameter of the bleed holes �d� on the leading surface was 4.5 mm. Tests were
conducted under various bleed flow rates (0%, 10%, 20%) and rotation numbers (0, 0.2,
0.4), while the Reynolds number was fixed at 10,000. A naphthalene sublimation method
was employed to determine the detailed heat transfer coefficients using a heat and mass
transfer analogy. The results suggested heat/mass transfer characteristics in the internal
cooling passage to be influenced by tripping flow as well as Coriolis force induced by
bleed flow and channel rotation. In cases influenced by bleed flow, the heat/mass transfer
on the leading surface was higher than that without bleed flow. The heat/mass transfer on
the leading surface increased with the number of rotations to Ro=0.2, after which it
decreased due to rotation effects. �DOI: 10.1115/1.2759974�

Keywords: bleed flow, Coriolis force, naphthalene sublimation method, rotating channel
ntroduction

The design of an effective cooling system has become crucial in
he development of high-performance gas turbine engines. The
urbine inlet temperature has been steadily increased to improve
he thermal efficiency of turbine engines, but doing so has resulted
n high heat loads on turbine blades. Various cooling schemes
ave been employed to protect blade materials from exceeding the
aximum allowable temperature and being damaged. Such meth-

ds include the internal passage cooling technique for the inner
urface and the film cooling technique for the outer surfaces that
ontact hot gases. In the film cooling technique, coolant air passes
he internal passages within the turbine blades and is then ejected
hrough holes on the blade surfaces. Many studies have consid-
red factors such as the flow condition and the channel geometry
o develop the cooling performance of an internal passage with
leed holes. Moreover, different heat transfer characteristics arise
ith the rotation of turbine blades due to the combination of flow

tructures in the passage. Therefore, it is important to understand
ot only the mechanism of heat transfer in a cooling channel but
lso how these factors affect one another for better cooling per-
ormance. To this end, heat transfer and flow patterns in internal
assages have been studied extensively.

Various parameters must be investigated to ascertain an accu-
ate depiction of heat transfer, including the effect of rib turbula-
ors, channel geometry, and channel rotation. Through numerous
nvestigations, it has been determined that rib conditions, such as
ib height, rib angle of attack, rib-to-rib pitch, rib shape, rib ar-
angement, and discrete ribs, greatly affect heat transfer and fric-
ion �1–4�. The effects of channel geometry have also been of
reat interest to many researchers. Astarita et al. �5� measured heat
ransfer coefficients in rectangular channels of five different as-
ect ratios using an infrared scanner. Metzger and Vedula �6� in-
estigated heat transfer characteristics in a triangular channel with

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 30, 2006; final manuscript
eceived March 10, 2007. Review conducted by Minking Chyu. Paper presented at
he Proceedings of ISROMAC-11 �The 11th International Symposium on Transport
henomena and Dynamics of Rotating Machinery�, February 26–March 2, 2006,

onolulu, HI.

538 / Vol. 129, NOVEMBER 2007 Copyright ©
various rib arrangements. Also, the effects of divider wall geom-
etry, such as inclination angle and thickness, were reported by
Hirota et al. �7�.

Rotation of the cooling passage engenders complex internal
flow and heat transfer characteristics. As such, many tests have
been widely conducted to clarify the effects of rotation on heat
transfer. Yang et al. �8� examined heat transfer performance in a
four-pass serpentine passage with various Reynolds, Rossby and
rotational Rayleigh numbers. Iacovides et al. �9� reported heat
transfer and flow characteristics in a smooth two-pass duct, exam-
ining flow developments and local Nusselt number distributions.
Dutta and Han �10� studied smooth rectangular passages with
three channel orientations to understand the effects of high rota-
tion and rib arrangement on heat transfer characteristics. Murata
and Mochizuki �11� also investigated the influence of the duct
aspect ratio on heat transfer and fluid flow in a rotating smooth
duct.

Coolant fluid endures a centrifugal buoyancy force, and thus,
temperature and flow field changes, while in a rotating passage.
Based on their numerical investigation, Hwang and Lai �12� con-
cluded that buoyancy promotes heat transfer more significantly in
a radially inward-flow channel than in an outward-flow channel.
Wagner et al. �13� and Bons and Kerrebrock �14� also studied the
buoyancy force effect by altering the rotation number and density
ratio.

To improve gas turbine performance, holes are formed on the
surface of the turbine blade, and these holes significantly affect
heat transfer in the cooling passage. Therefore, the investigation
of bleed flow effects under various conductions is essential. How-
ever, most of the studies of bleed flow effects have been con-
ducted in a stationary channel with various rib turbulators. Taslim
et al. �15�, who measured local heat transfer coefficients in trap-
ezoidal passages with bleed holes, reported that bleed holes on the
smooth surface �the sidewall� yield a more uniformly distributed
spanwise heat transfer coefficient on the ribbed surface and that
bleed flow resulted in a friction factor lower than that resultant
without effusion. Shen et al. �16� studied the enhancements in heat
transfer afforded by the combination of ribs and bleed holes,
rather than just ribs. The average heat transfer was determined to
be �25% higher with the addition of bleed holes, but heat transfer
was shown to decrease at high bleed ratios. Thurman and Poin-

astte �17� investigated how the interaction of 90 deg ribs and vari-
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us bleed conditions impact heat transfer. They reported that plac-
ng bleed holes after ribs widened the regions of high heat transfer
y removing recirculation flow from behind the ribs. Ekkad et al.
18� performed the experiments for various rib roughened surfaces
ith bleed holes and reported that each rib arrangement generated

imilar heat transfer in the first pass. Park et al. �19� examined the
ffects of channel rotation and orientation in a square channel,
hich ejected the whole flow through the holes. They concluded

hat, as a result of the bleed and the channel rotation, the mean
eat transfer of the leading and trailing surfaces decreases due to
he main flow loss and the heat transfer discrepancy between two
urfaces appears due to the Coriolis force.

Although the details of heat transfer coefficients in stationary
assages with bleed holes have been widely investigated, there
till exists a need for a more detailed account of the impact of
arious rotation numbers and bleed ratios on the heat transfer
haracteristics in a rotating passage. Information regarding local
eat transfer augmentation via channel rotation has been particu-
arly essential in designing internal channels that maintain low
hermal stress and prevent hot spots on blade surfaces. For these
easons, previous studies �20–22� have mainly focused on the flow
nd local heat transfer characteristics in rotating cooling passages.
etailed local heat/mass transfer coefficients on smooth and

ibbed surfaces in rotating channels with and without bleed flow
ave been obtained experimentally. This paper continues our ef-
orts to attain a more complete comprehension of the effects of
arious rotation numbers and bleed ratios in a smooth channel
ith effusion holes. To validate the heat/mass transfer augmenta-

ion, numerical computations were performed using a commercial
ackage �FLUENT 6.1�. The results provide vital evidence in pre-
icting flow structures inside a rotating passage and aid in the
nderstanding of heat/mass transfer phenomena.

xperimental Apparatus

Rotating Facility. The experimental apparatus as shown in Fig.
comprised a blowing system, a suction system, rotating system,

nd measuring system. First, one blower �blowing system� sup-
lied room air into the test section, the inlet of which included a
ellmouth �contraction nozzle�, meshes and honeycombs to make
niform profile, and high turbulence intensity of the inlet flow.
nother blower �suction system� ejected the constant flow rate

rom each hole of the test section into the room. These blowers
ere controlled using frequency inverters. Air temperature was

egulated during the experiment using a heat exchanger. The
lowing and bleeding flow rates were measured by orifice flow-
eters and then calibrated the flow rate in the channel inlet using
easuring temperature difference between the duct inlet and the

Fig. 1 Experimental apparatus
rifice. The Reynolds number �Re�, which is based on the hydrau-

ournal of Heat Transfer
lic diameter and the ratio of the bleed flow to the main flow �bleed
ratio, �BR�� was monitored and observed to be constant �Re
=10,000 and BR=0.0, 0.1, and 0.2� during the tests, where the
averaged bulk velocity �ub� of Re and Ro are based on the channel
inlet flow rate. The maximum difference in the bleed flow through
each bleed hole was verified to be within 1% for all cases by
differential pressure tests. Leakage from the rotating part was pre-
vented by a magnetic rotating seal and a rib seal.

Next, the rotating system simulates the operating condition of
gas turbine blades. A 3 HP �2.24 kW� DC motor connected to a
V-belt was used to drive a rotating shaft, the rotation speed of
which was measured by an optical tachometer. The rotation num-
ber was increased from 0.0 to 0.4 in increments of 0.1. The maxi-
mum rotation number �Ro=0.4� corresponds to �400 rpm.

Lastly, electrical output signals from the test section were re-
corded by an Agilent data logger and a GE Druck electronic pres-
sure sensor, which were interfaced to a computer via slip rings and
a wireless LAN. As the vapor density of naphthalene is sensitive
to temperature, varying �10% per change of 1°C, the naphtha-
lene surface temperature was measured by J-type thermocouples
embedded in the test plate. The bulk air temperature was obtained
by thermocouples installed in the channel inlet and outlet. An ice
bath was used as a thermocouple reference junction.

Test Section. Figure 2 presents a three-dimensional picture of
the test section. As shown in Table 1, it has a hydraulic diameter

Fig. 2 Schematics of the test section: „a… Geometry of the
channel, „b… coordinate system of the leading surface, and „c…
coordinate system of the trailing surface
�Dh� of 40.0 mm and a cross-sectional area of 40 mm�W�

NOVEMBER 2007, Vol. 129 / 1539
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40 mm�H�. During the experiment, aluminum plates casting
aphthalene are installed on both the leading and trailing sides of
he test channel. There are total 20 holes �which are installed 10
oles in the flow-developed region and 10 holes in heat/mass
ransfer region� situated along the center line of the leading sur-
ace. The bleed holes have a diameter of 4.5 mm and a rim thick-
ess of 1.0 mm. The ratio of hole spacing to hole diameter �p /d�
s 4.9. The ratio of maximum rotating radius to hydraulic diameter
R /Dh� is 14.5.

The coordinate system of the test plates is depicted in Figs. 2�b�
nd 2�c�. The streamwise, lateral, and vertical directions corre-
pond to the x-, y-, and z-axes, respectively. The naphthalene cov-
rs the test section from x /Dh=8.45 �the starting point of the
aphthalene surface� to x /Dh=13.8 �the ending point�. The lateral
omain ranges from y /Dh=−0.5 to y /Dh=0.5.
The pressure drop through the channel is measured through

ight pressure taps with a diameter of 1.0 mm, which are drilled at
/Dh=0.0 on one of the sidewalls. The pressure tap spacing is
6 mm, or three times that of the hole-to-hole pitch. The pressure
ensor, with a resolution of 0.01 mm H2O, is used to measure the
tatic pressure differences between the taps.

xperimental Data Reduction
A naphthalene sublimation method is employed to obtain de-

ailed mass transfer coefficients using the analogy between heat
nd mass transfer. As reviewed by Goldstein and Cho �23�, that
he mass transfer results can be converted to heat transfer results
ven though the analogy requires that the Schmidt �Sc� and
randtl �Pr� numbers be equal; for example, Sc for naphthalene
apor in air is 2.28 at 25°C, which is sufficiently close to Pr �e.g.,
r=0.71 in air and Pr=1–14 in water� of numerous gases and

iquids that the analogy can be applied with good confidence.
The leading and trailing surfaces of the test section are cast

ith naphthalene to simulate a cooling channels two-sided heating
ondition of a gas turbine blade. When a turbine engine operates,
otor blades endure high-temperature combustion gas primarily on
he leading and trailing surfaces, or the suction and pressure sides.
he present surface heating condition is deduced from this obser-
ation. The naphthalene surfaces where mass transfer occurs cor-
espond to a uniform wall-temperature boundary condition com-
on to heat transfer experiments, while inactive surfaces maintain

n adiabatic wall condition. The local naphthalene sublimation
epth is measured to attain the mass transfer coefficients of each
osition using a liner variable differential transformer, LBB
375TA−020, and an automated positioning table. It is expressed
s

hm =
ṁ

�v.w − �v.b
=

�s��z/�t�
�v.w − �v.b

�1�

here ṁ is the local mass transfer rate of naphthalene per unit
rea, which is determined from the density of solid naphthalene

Table 1 Experimental parameters and conditions

ydraulic diameter �Dn� 40.0 mm
assage height �H� 40.0 mm
assage width �W� 40.0 mm
ax. rotating radius �R� 580 mm

est section length 552 mm
aphthalene coated length 214 mm
leed hole diameter �d� 4.5 mm
im thickness of hole 1.0 mm
ole-to-hole pitch �p� 22.0 mm
assage inlet averaged bulk velocity �ub� �4.4 m/s
low rate ratio of each hole to duct inlet 0%,0.5%,1.0%
otation number �Ro� 0.0,0.1,0.2,0.4
s, and the sublimation rate, �z /�t. �v.w and �v.b are the vapor
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densities of the surface naphthalene and the bulk air, respectively.
The former is calculated from the ideal gas law using the vapor
pressure and the surface temperature as

�v.w =
Pnaph

RnaphTw
�2�

The naphthalene vapor pressure Pnaph is determined from the
equations suggested by Ambrose et al. �24�. The latter, or the bulk
vapor density of naphthalene, is obtained from the average naph-
thalene sublimation depth, zsub�x, measured at each position in the
mainstream direction as

�v.b =
�sWx

Q̇air�t
�zsub�x �3�

From the local mass transfer coefficient, the Sherwood number
is calculated as

Sh =
hmDh

Dnaph
�4�

where Dnaph is the diffusion coefficient of naphthalene in air. This
study employs the naphthalene properties suggested by Goldstein
and Cho �23� and Ambrose et al. �24�. The Sherwood number is
estimated to be accurate within ±8.0% at a 95% confidence level,
based on the uncertainty estimation method of Kline and McClin-
tock �25�. The uncertainty of the naphthalene properties, such as
the mass transfer coefficient with ±7.4% error and the diffusion
coefficient with ±3.0% error, are the most dominant factors in
determining the uncertainty of the Sherwood number.

The Nusselt numbers can be obtained from the Sherwood num-
bers by the correlation Nu/Sh= �Pr/Sc�0.4, which is for turbulent
flows. To effectively estimate the heat/mass transfer augmenta-
tion, the mass transfer results are presented as Sherwood number
ratios, Sh/Sh0. Sh0, the Sherwood number for a fully developed
turbulent flow in a stationary smooth circular tube, was first cor-
related by McAdams �26� and is converted to mass transfer pa-
rameters as

Sh0 = 0.023 Re0.8Sc0.4 �5�
The streamwise and the regional averaged Sherwood numbers,

Sh̄L and Sh̄R, respectively, are calculated by integrating the local
Sherwood numbers weighted by constant area.

The average pressure drop is obtained from the slope calculated
by a linear curve fitting of the local pressure difference data in the
middle region of the channel ��P /�L�, where the static pressure
decreases linearly. The friction factor is calculated with the aver-
age pressure drop as

f =
�P

4��L/Dh��1/2��ub
2 �6�

The uncertainty of the friction factor is within 4.4%. The fric-
tion loss results are presented as the friction factor ratios, f / f0,
where f0 represents the friction factor for a fully developed turbu-
lent flow in a smooth circular tube. The empirical equation that
most closely fits the Kármán–Nikuradse equation proposed by
Petukhov �27� is employed as f0=2�2.236 ln Re−4.639�−2.

The thermal performance �, obtained by considering both the
heat/mass transfer augmentation and the friction loss increment, is
presented based on the constant pumping power condition, which
is expressed as follows:

� =
Sh�R/Sh0

�f/f0�1/3 �7�

Results and Discussion
In this study, the measured local heat/mass transfer characteris-
tics were investigated in the internal cooling passage with bleed
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ow on the leading surface. The results were compared with the
eat/mass transfer patterns, which were tested for baseline data in
he smooth channel without the bleed flow.

Heat/Mass Transfer Characteristics. Figure 3 shows the mea-
ured local Sherwood number ratio distributions on the leading
nd trailing surfaces in the smooth passage without bleed holes at
otation numbers of 0.0, 0.2, and 0.4. In the stationary case, the
ontour plots of the leading and trailing surfaces were identical
nder the present experimental accuracy, and the Sherwood num-
er ratios were around Sh/Sh0=1.0. As the channel was rotated, a
iscrepancy between the heat/mass transfer of the leading and
railing surfaces was observed. The rotating effects appeared in
he middle of the leading surface �−0.25�y /Dh�0.25�. That is,
he heat/mass transfer was decreased on the leading surface and
ugmented on the trailing surface; furthermore, the heat/mass
ransfer characteristics of the leading surface differed from those
f the trailing surface in that the local coefficients in the outer wall
egions �−0.5�y /Dh�−0.25,0.25�y /Dh�0.5� were higher
han those in the inner region �−0.25�y /Dh�0.25�. These results
uggest that the Coriolis force generated the pair of counterrotat-
ng vortices. At the highest rotation number �Ro=0.4�, the high
eat/mass transfer regions became narrower than those at Ro
0.2. This is because the secondary flow by the Coriolis force was
eavily augmented over the trailing surface as the rotation speed
ncreased.

Figure 4 presents the local Sherwood number ratio distributions
n the smooth channel with bleed flow at the bleed ratio of 0.1. On
he leading surface, the contour plots around the bleed holes were
f identical mass transfer distributions in each case. In other

ig. 3 Local Sh/Sh0 distributions in the channel without bleed
ow: „a… Ro=0.0, „b… Ro=0.2, and „c… Ro=0.4
ords, on the bleeding surface with effusion holes, the heat/mass

ournal of Heat Transfer
transfer was higher than that in the other regions because the
tripping flow effected stronger reattachment around the holes. It is
noted that the tripping flow near the bleeding surface is entrained
into the bleed holes, and then spent air, which is not expelled
through the hole, collides with the region behind the hole. At the
rotation number of 0.2, the lower Sherwood number ratios ap-
peared in the leading surface regions around y /Dh=0.25 and be-
hind the holes; however, in the outer wall regions of the leading
surface and in the middle region of the overall trailing surface, the
mass transfer coefficients increased. These regions were formed
due to the tripping flow and the Corilois force. Furthermore, in-
creases in the rotation number greatly affected the heat/mass
transfer of the high and low regions.

The detailed heat/mass transfer distributions in the smooth
channel at the bleed ratio of 0.2 are shown in Fig. 5. Although the
bleed flow rate increased, the Sherwood number ratio distributions
at BR=0.1 were similar to those at BR=0.2. However, around the
bleed holes on the leading surface, the high heat/mass transfer
distributions were expanded and enhanced, while the heat/mass
transfer distributions on the trailing surface were decreased as the
increase in bleed flow reduced the main flow rate.

Specific values of the local Sherwood number ratios among a
measurement line, x /Dh=12.14 at various rotation numbers in
nonbleeding and bleeding cases are shown in Figs. 6 and 7. The
local heat/mass transfer distributions are changed greatly on the
leading and trailing surfaces; thus, the corresponding domain is
particularly concentrated. On the leading surface without bleed
flow �Fig. 6�a��, local values in both the sidewall regions of sta-
tionary case are higher than those in the middle region due to the
turbulent flow in the square channel; as the rotation number in-

Fig. 4 Local Sh/Sh0 distributions in the channel with bleed
flow at BR=0.1: „a… Ro=0.0, „b… Ro=0.2, and „c… Ro=0.4
creases, Sh ratios in the middle region decrease, but those in both
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he sidewall regions increase because the secondary flow is gen-
rated by the Coriolis force. On the trailing surface �Fig. 6�b��, the
imilar trend of Sh ratio distributions show at all the tests; how-
ver, the values are enhanced with increment of the rotation num-
er. In cases with bleed flow �Fig. 7�, all the regions are the same
rend of the case without bleed flow, although the values are
igher than those without bleed flow due to impingement of the
leed flow. That is, as the rotation number increases, Sh ratios are
nhanced in both the side regions on the leading surface and in all
he regions on the trailing surface, but are diminished in the

iddle region on the leading surface.
Figure 8 shows the spanwise-averaged Sherwood number ratios

n the leading surface. The effects of bleed flow or tripping flow
ere predominant in the stationary channel, as shown in Fig. 8�a�.
t the bleed ratio of 0.1, for instance, the regions augmented the
eat/mass transfer were repeated on the leading surface among
airs of holes. However, the averaged heat/mass transfer coeffi-
ients at BR=0.2 were similar to the values at the BR=0.1. This is
ecause the heat/mass transfer in the overall regions became
ower due to the reduction of the main flow, although the heat/

ass transfer around the bleed holes was shown to be greater than
hat of the low bleed ratio. On the leading surface in the rotating
hannel, the discrepancy between the heat/mass transfer of the
onbleeding and bleeding cases was enlarged by the effects of
leed flow and Coriolis force. This proves that the heat/mass
ransfer distributions in the outer wall regions were as high as
hose of the nonbleeding cases due to the secondary flow gener-
ted by the Coriolis force; additionally, the high heat/mass transfer
egions around holes were identical in all cases. At Ro=0.4 �Fig.

ig. 5 Local Sh/Sh0 distributions in the channel with bleed
ow at BR=0.2: „a… Ro=0.0, „b… Ro=0.2, and „c… Ro=0.4
�c��, the high Sherwood number ratio distributions in the leading

542 / Vol. 129, NOVEMBER 2007
surface wall regions became narrower than those at Ro=0.2, and
the main flow was deflected further toward the trailing surface;
thus, the heat/mass transfer coefficients were decreased.

The effects of rotation and effusion become more conspicuous
as the rotation number and bleed ratio increase, as shown in Fig.
9. Figure 9�a� presents the regional averaged Sherwood number
ratios from x /Dh=10.5 to x /Dh=13.25. In the cases without bleed
flow, increases in rotation number gradually enlarged the heat/
mass transfer discrepancy between the leading and trailing sur-
faces. On the leading surface, the Sherwood number ratios are
higher than the Nusselt number ratios reported by Dutta and Han
�10�; however, the values on the trailing surface are lower than
their data on the trailing surface. It is because the experimental
method and the parameters are different. In mass transfer experi-
ments, the measured values generally take no effects of conduc-
tion and centrifugal buoyancy force. That is, as shown in Figs. 6
and 7, the mass transfer coefficients in both side regions of the
leading surface were high due to the inactive sidewall, no conduc-
tion through the sidewall, and the high turbulence intensity of the
channel inlet. The discrepancy in heat transfer between the lead-
ing and trailing surfaces is small because the rotation-induced
centrifugal buoyancy force is not presented in mass transfer ex-
periment. On the leading surface in the smooth channel with bleed
flow, the Sh ratio trend was reversed. That is, the heat/mass trans-
fer increased to Ro=0.2 and then decreased due to the reduction

Fig. 6 Spanwise Sh ratio distributions at x /Dh=12.14 in non-
bleeding case „BR=0.0…: „a… Leading surface and „b… trailing
surface
of the main flow rate and the impinging regions of the secondary
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ow on the leading surface. In all the cases, the values on the
railing surfaces tended to increase as the rotation number but
ecrease as the bleed ratio increased. As the aforementioned in the
nternal flow phenomena, the reason is that the rotation pushes the
ore flow to the trailing surface and that the increment of bleed
ow yields the reduction of main flow rate. For each rotation
umber and bleed ratio, Fig. 9�b� shows the mean of the regional
veraged values of both the leading and trailing surfaces in Fig.
�a�. The mean values increased with increasing rotation number
s the secondary flow was generated by the Coriolis force; fur-
hermore, an increase in the bleed ratio enhanced the heat/mass
ransfer due to the strong tripping flow.

Friction Loss and Thermal Performance. Figure 10 shows
he results of the pressure drop experiments in the form of friction
actor ratios. In the stationary smooth square channel without
leed flow, the friction factor ratio was �1.2 greater than the fully
eveloped values �f0� for a stationary smooth circular tube. Fric-
ion losses were lower for cases with bleed flow than for the case
ithout bleed flow for all tested rotation numbers. This resulted

rom the diminution of the internal flow rate due to bleed flow and
he reduction in the area of bleed holes contacting the flow. Fur-
hermore, at a high bleed ratio, the friction factor ratio was lower
han that at the low bleed ratio because the main flow rate was
ecreased. As the rotation number increased, the friction losses
ncreased in all cases because the turbulence intensity was

ig. 7 Spanwise Sh ratio distributions at x /Dh=12.14 in bleed-
ng case „BR=0.2…: „a… Leading surface and „b… trailing surface
trengthened to a greater extent by the rotation-induced secondary

ournal of Heat Transfer
flow; however, the friction losses were nearly identical in cases
with bleed flow under a rotation number of �0.2.

Figure 11 shows the thermal performance in the channel. The
thermal performance with bleed flow was high for all rotation
numbers due to the enhancement of the heat/mass transfer around
the holes and the decrement of friction loss. Additionally, the ther-
mal performance was enhanced as the bleed ratio was increased.
As the rotation number increased, the values for all the cases were
almost identical despite different heat/mass transfers and pressure
drops for each case.

Although the heat transfer is enhanced by the bleed flow, a lot

Fig. 8 Spanwise averaged Sh/Sh0 on leading surface: „a… Ro
=0.0, „b… Ro=0.2, and „c… Ro=0.4
of coolant flow loss by the continuous bleeding elevates its
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treamwise temperature. Consequently, the material temperature
f the actual turbine blade may be raised. Therefore, for the ap-
lications of this blade-cooling method, turbine designers should
ecide the bleed ratio that is suitable to maximum temperature of
he coolant flow.

onclusions
In the present study, heat/mass transfer and internal flow char-

cteristics in a rotating smooth channel with bleed flow were ex-

ig. 9 Regional averaged heat/mass transfer coefficients
10.5�x /Dh�13.25…: „a… Each surface and „b… mean values of
oth surfaces
Fig. 10 Friction factor ratios at various rotation numbers
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perimentally and numerically investigated. The experimental char-
acteristics were compared to those of a case without effusion. The
results are summarized as follows:

1. For stationary cases, the tripping flow induced by the bleed
flow was the major factor enhancing the heat/mass transfer
around the holes. As increased flow was spouted through the
holes, it induced a strong tripping, flow that in turn, aug-
mented the heat/mass transfer.

2. For the rotating cases, the rotation-induced secondary flow
and the tripping flow primarily influenced the heat/mass
transfer in the inside wall regions of the passage. On the
leading surface, the high heat/mass transfer around the holes
appeared due to the tripping flow; furthermore, the impinge-
ment of the secondary flow caused the high heat/mass trans-
fer in the outer wall regions. Although the heat/mass transfer
was enhanced by the Coriolis force on the trailing surface,
the decrement of the main flow rate caused the heat/mass
transfer region to be lower than that of the case without
bleed flow.

3. As the rotation number increased, the strong secondary flow
was generated by the Coriolis force. In the cases without
bleed flow, the heat/mass transfer on the leading surface de-
creased; however, in the cases with bleed flow, the heat/mass
transfer on the leading surface increased before Ro=0.2 and
then decreased after Ro=0.2. In all cases, the heat/mass
transfer on the trailing surface and the mean values of both
the leading and trailing surfaces increased due to increase in
turbulence intensity.

4. The friction factors in the channel with bleed flow were
lower than those without bleed flow at all the tested rotation
numbers. With an increment of bleed ratio, the friction factor
ratio was lower than that at the low bleed ratio due to reduc-
tion of the main flow. As the rotation number increased, the
thermal performance of all cases became increasingly simi-
lar, despite different heat/mass transfers and pressure drops
for each case.
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Nomenclature
BR � ratio of bleed flow rate to main flow rate

d � bleed hole diameter
Dh � hydraulic diameter �m�

Dnaph � mass diffusion coefficient of naphthalene vapor
in air �m2 s−1�

Fig. 11 Thermal performance for all tests
f � friction factor, Eq. �6�
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f0 � friction factor of a fully developed turbulent
flow in a stationary smooth pipe

h � heat transfer coefficient �W m−2 K−1�
hm � mass transfer coefficient �m s−1�
H � passage height �m�
k � turbulent kinetic energy �m2 S−2�

kc � thermal conductivity of coolant �W m−1 K−1�
ṁ � local naphthalene mass transfer rate per unit

area �kg m−2 s−1�
Nu � Nusselt number, hDh /kc

p � hole-to-hole pitch
Pnaph � naphthalene vapor pressure �N m−2�

Pr � Prandtl number, �Cp /kc

Q̇air � volume flow rate of air �m3 s−1�
R � maximum radius of rotating arm �m�

Rnaph � gas constant of naphthalene �J mol−1 K−1�
Re � Reynolds number, Dhub /	
Ro � Rotation number, Dh
 /ub
Sc � Schmidt number, 	 /Dnaph
Sh � Sherwood number, hmDh /Dnaph

Sh0 � Sh of a fully developed turbulent flow in a
stationary smooth pipe, Eq. �5�

Sh̄L � spanwise averaged Sherwood number,
�−w/2

w/2 Sh dy /�−w/2
w/2 dy

Sh̄R � regional averaged Sherwood number,
�x1

x2�−w/2
w/2 Sh dydx /�x1

x2�−w/2
w/2 dydx

Sh�R � mean Sh̄R of both the leading and trailing
surfaces

Tw � wall temperature �K�
ub � passage inlet averaged bulk velocity �m s−1�
W � width of passage �m�
x � coordinate and distance in the streamwise di-

rection �m�
y � coordinate and distance in the lateral direction

�m�
z � coordinate and distance in the vertical direction

�m�
zsub � average naphthalene sublimation depth �m�

� � coefficient of thermal expansion �K−1�
�t � runtime �s�
�z � sublimation depth of naphthalene surface �m�
� � dynamic viscosity �kg m−1 s−1�
	 � kinematic viscosity �m2 s−1�
� � thermal performance, Eq. �7�
�s � density of solid naphthalene �kg m−3�

�v,b � bulk vapor density of naphthalene �kg m−3�
�v,w � vapor density of naphthalene on the surface

�kg m−3�

 � angular velocity �rad s−1�
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High Knudsen Number Physical
Vapor Deposition: Predicting
Deposition Rates and Uniformity
The problem of predicting deposition rates and film thickness variation is relevant to
many high-vacuum physical vapor deposition (PVD) processes. Analytical methods for
modeling the molecular flow fail when the geometry is more complicated than simple
tubular or planar sources. Monte Carlo methods, which have traditionally been used for
modeling PVD processes in more complicated geometries, being probabilistic in nature,
entail long computation times, and thus render geometry optimization for deposition
uniformity a difficult task. Free molecular flow is governed by the same line-of-sight
considerations as thermal radiation. Though the existence of an analogy between the two
was recognized by Knudsen (1909, Ann. Phys., 4(28), pp. 75–130) during his early
experiments, it has not been exploited toward mainstream analysis of deposition pro-
cesses. With the availability of commercial finite element software having advanced ge-
ometry modelers and built-in cavity radiation solvers, the analysis of diffuse thermal
radiation problems has become considerably simplified. Hence, it is proposed to use the
geometry modeling and radiation analysis capabilities of commercial finite element soft-
ware toward analyzing and optimizing high-vacuum deposition processes by applying the
radiation-molecular flow analogy. In this paper, we lay down this analogy and use the
commercial finite element software ABAQUS for predicting radiation flux profiles from
planar as well as tube sources. These profiles are compared to corresponding deposition
profiles presented in thin-film literature. In order to test the ability of the analogy in
predicting absolute values of molecular flow rates, ABAQUS was also employed for calcu-
lating the radiative flux through a long tube. The predictions are compared to Knudsen’s
analytical formula for free molecular flow through long tubes. Finally, in order to see the
efficacy of using the analogy in modeling the film thickness variation in a complex
source-substrate configuration, an experiment was conducted where chromium films were
deposited on an asymmetric arrangement of glass slides in a high-vacuum PVD chamber.
The thickness of the deposited films was measured and the source-substrate configuration
was simulated in ABAQUS. The variation of radiation fluxes from the simulation was
compared to variation of the measured film thicknesses across the slides. The close
agreement between the predictions and experimental data establishes the feasibility of
using commercial finite element software for analyzing high vacuum deposition
processes. �DOI: 10.1115/1.2712855�

Keywords: physical vapor deposition, free molecular flow, radiation-molecular flow
analogy, finite element analysis
Introduction

Prediction of low-pressure transport finds many applications
uch as determining the conductance of high-vacuum systems and
alculating molecular fluxes as well as film thicknesses in a vari-
ty of low-pressure physical vapor deposition processes, including
hermal evaporation, electron beam vapor deposition, and molecu-
ar beam epitaxy. Our interest in this problem stems from our
ork on the development of a comprehensive thermal and depo-

ition model of the close-spaced sublimation process for fabricat-
ng inexpensive solar cells by depositing thin films of cadmium
ulfide and cadmium telluride on glass panels. If the operating
ressure/rate of evaporation is sufficiently low, the mean free path
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2Current address: Chair Professor and Director, ICTAS, Virginia Tech, Blacks-
urg, VA 24061.
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SME International Mechanical Engineering Congress �IMECE2005�, November

–11, 2005, Orlando, FL.
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of the molecules is much larger than the characteristic dimension
of the flow geometry and the transport is governed by line-of-sight
considerations, depending mainly on the geometrical configura-
tion of the system. Initially such processes were studied by ana-
lytical techniques and the classic papers by Knudsen �1�, von
Smoluchowski �2�, and Clausing �3� laid the groundwork for the
calculations. These analyses are predicated on the assumption of
cosine reemission of molecules after collision with bounding sur-
faces. This assumption was initially validated by the experiments
of Wood �4,5� and Knudsen �6� and has proved to be valid for
most practical molecular flows. Using this assumption, many au-
thors have developed analytical and numerical models for differ-
ent source substrate configurations in various physical vapor
deposition systems and verified their models experimentally. For
example, Shiralagi et al. �7� calculated and experimentally verified
the dependence of flux uniformity on cell orientation in molecular
beam epitaxy, Curless �8� calculated and verified flux contours on
planar surfaces from conical and cylindrical molecular beam epi-
taxy sources, Swann et al. �9� measured fluxes from magnetron
sputtering sources onto off-center rotating substrates and proposed
a geometrical model to verify their experimental data, and Fatima

Vales Silva and Nicholls �10� proposed an empirical model using

2007 by ASME Transactions of the ASME
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owers of cosines, which successfully fit their thickness data for
lms deposited from two planar magnetron sputtering sources.
imilar line-of-sight considerations were also applied by Cale and
aupp �11,12� and O’Sullivan et al. �13� to predict step coverage
uring epitaxial deposition into cylindrical vias and rectangular
renches. However, all the above studies focus on geometries
hich are simple enough to be amenable to analytical methods.
A popular approach for determining conductances of complex

omponents of a vacuum system, angular distribution of molecu-
ar flux from sources or the uniformity of deposition of thin films
s by using test particle Monte Carlo methods. Initially proposed
y Davis �14� for finding the conductance of pipes and bends, this
ethod has been successfully employed to many relevant vapor

eposition problems and has been subject to extensive experimen-
al verification. For example, Adamson et al. �15–17� used the test
article Monte Carlo method to verify their experimentally mea-
ured spatial distributions from gas dosers and molecular beam
pitaxy sources. Lin and Cale �18� used it to calculate flux distri-
utions from hexagonal collimator cells and Wickersham �19�
sed it to calculate coating uniformity from magnetron sputtering
ources. However, Monte Carlo methods, being probabilistic, in-
olve the tracking of several million particle trajectories before
hey converge to the desired accuracy �20�. This translates to
igher computational times, especially when the geometry is com-
lex and has to be continuously modified as in an optimization
tudy.

An important requirement in thin-film deposition is the control
f film thickness uniformity across the substrate �9,10,21�, and
any studies have been devoted toward meeting this goal.
asilewski et al. �22� optimized the angle between the axis of a
olecular beam epitaxy cell and the rotating substrate to achieve
film thickness variation of 0.3%, Zehe and Ramirez �23� opti-
ized the location of molecular beam epitaxy sources and sub-

trate to maximize the uniformity of the deposited film, and Bosch
24� presented a method to optimize the geometry of a static cor-
ection shutter to maximize the uniformity of anti-reflecting coat-
ngs on multiple lens substrates. The natural law of emission from

surface being a cosine distribution, angular dependence of flux
s built into the physics of free molecular flow. Film thicknesses
re inherently nonuniform unless the substrates are located on a
pherical surface with the source being a plane area located on the
eriphery of the sphere �6�. However, most practical deposition
ystems are not spherical and in order to achieve uniformity, dif-
erent source-substrate configurations have to be tried or one has
o rely on prior experience in designing the system for desired
lm uniformity.
If only analytical means are employed, geometry optimization

s possible only when the source is simple, as in a single capillary
r a planar area focusing on an opposing flat substrate. The prob-
em becomes intractable when the source geometry is compli-
ated, such as the multichannel collimators used in molecular
eam epitaxy sources or the multiple planar or tubular sources
sed in large area deposition on planar substrates. In such situa-
ions, if analytical methods are to be employed, one has to resort
o oversimplification of the geometry or if numerical methods are
ought, dedicated codes employing either numerical integration or

onte Carlo techniques have to be written and have to be cus-
omized every time a different geometry has to be tried. Hence, it
s of value to have a means of analyzing low-pressure deposition
n complex geometries, which is generic and computationally ef-
cient so that many different configurations can be modeled and
nalyzed in a short time, and thus, the configuration can be opti-
ized for maximizing the deposition uniformity.
Current commercially available finite element software codes

ave advanced preprocessors and parametric geometry modelers
herein complicated geometries can be easily created and para-
etrically modified in an optimization study. At the same time,
any of these software programs incorporate cavity radiation ex-
hange modules, which support automatic surface definition,

ournal of Heat Transfer
meshing, and view factor calculation. Like free molecular flow,
diffuse surface to surface radiation is a line-of-sight transport pro-
cess with every trajectory being interrupted only by a wall that
reemits the absorbed radiation in a diffuse manner. This analogy,
though recognized by Knudsen himself during his experiments on
free-molecular flow �1�, has not been employed for the main-
stream analysis and optimization of vapor deposition processes. If
one could employ a transformation for expressing the molecular
flow problem as a diffuse radiation problem, then one could make
use of the modeling and radiation analysis capabilities of commer-
cial software for analyzing complex high vacuum physical vapor
deposition processes, and these systems could be readily opti-
mized. In this paper, we present this transformation and use the
radiation-molecular flow analogy to simulate deposition, initially
in simple geometries, to benchmark the method with experimental
data available in thin-film literature. We then show the ease of
applicability of the method to real-life problems by using it to
predict the film thickness variation in an actual vapor deposition
experiment with a complex source-substrate configuration.

2 The Analogy
Most radiation processes can be analyzed under the diffuse-

gray surface approximation �25�, which assumes that the direction
of emission from a surface is independent of the direction of in-
cident radiation on the surface and that the nonideality of emission
from a surface can be captured in a single parameter, namely, its
emissivity, which is also assumed to be independent of the nature
of incident radiation. Under such an assumption, the radiation
exchange problem becomes independent of wavelength and the
temperature becomes the only quantity necessary for calculating
the heat flux at every surface and vice versa. The diffuse-gray
surface assumption makes the problem of radiation exchange trac-
table for commercial software since the major expense is only in
the calculation of geometrical view factors between planar facets
of discretized surfaces. More importantly, diffuse surfaces obey
Lambert’s cosine law, which is analogous to Knudsen’s assump-
tion of cosine emission from walls in molecular flow.

The driving potential in molecular flow is the vapor pressure pv
at the surface of the evaporating material, which varies with the
temperature Ts of the surface. The molecular flux Z can be related
to the vapor pressure and temperature at the surface by the well-
known Hertz-Knudsen equation �26�,

Z =
pv�Ts� − p

�2�mkTs

�1�

Here, p is the static pressure of the gas above the surface, m the
molecular mass of the material being evaporated, and k is the
Boltzmann constant. The number of molecules leaving a small
surface dA1 and intercepted by another small surface dA2 per unit
time is given by �26�,

NdA1−dA2
= ZdA1

cos �1 cos �2

�r2 dA1dA2 �2�

where �1 and �2 are the angles the line joining the centers of dA1
and dA2 makes with the normals to dA1 and dA2, respectively, and
r is the distance between the centers of dA1 and dA2.

Similarly, the equation for net diffuse thermal radiation heat
transfer from a surface A1 to a surface A2 is given by �25�

q1–2 = J1�
A1

�
A2

cos �1 cos �2

�r2 dA1dA2 �3�

Here, J1 is the total radiation flux leaving surface A1, i.e., its
radiosity. The walls in free molecular flow are equivalent to rera-
diating surfaces in thermal radiation problems, which are charac-
terized by zero net flux penetrating the surface. Hence, in Eq. �3�,

4
J1 can be replaced by �T1 �25� giving,

NOVEMBER 2007, Vol. 129 / 1547
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q1–2 = �T1
4�

A1

�
A2

cos �1 cos �2

�r2 dA1dA2 �4�

y comparing Eqs. �2� and �4�, and using Eq. �1�, the analogy
etween thermal radiation and free molecular flow can be identi-
ed as

Radiation heat flow q1–2 � Molecular flow N1–2

hen the absolute temperature T in the radiation problem is speci-
ed as

T = � pv�Ts� − p

��2�mkTs
	1/4

�5�

f thermal radiation flux originating from the same area A1 is
ncident on two areas A2 and A3, from Eq. �4�, it can be seen that
he ratio of the fluxes q1–2 and q1–3 is only governed by the mutual
eometrical configurations of areas A1, A2, and A3. These relations
o not change when one considers either the radiation or the mo-
ecular flow problem. Hence, we can conclude that

q1–2

q1–3
=

N1–2

N1–3
�6�

hus, the relative variation of molecular flux across a substrate
ue to a single source will be the same as that for thermal radia-
ion flux, irrespective of the vapor pressure or temperature at the
ource or the target as long as these quantities have different mag-
itudes at the source and target and are uniform across them. This
akes the analysis particularly simple when absolute values of

eposition rates and molecular fluxes are not sought and only their
ariation along a target surface is required, such as in problems
hat involve maximizing the uniformity of deposition. In this case,
o material properties are necessary and the problem becomes a
urely geometrical one. Thus, accurate estimates of the relative
ariation of molecular fluxes incident on a substrate can be ob-
ained even by assigning arbitrary temperatures to the source and
he substrate in the radiation problem.

Numerical Simulations
The commercial radiation software ABAQUS was identified for

arrying out the radiation simulations since it has a built-in solver
or cavity radiation problems. It internally calculates view factors
nd has a preprocessor capable of creating the most complex ge-
metries encountered while simulating real-world problems in
hysical vapor deposition. The preprocessor also permits the defi-
ition and discretization of exposed surfaces, which can then be
irectly identified as participating surfaces in the radiation prob-
em.

The first simulation attempted was the verification of Knudsen’s
ormula for the magnitude of free molecular flux through a long
ube to establish the ability of ABAQUS to predict the absolute
alues of molecular flow rates in vacuum equipment and deposi-
ion geometries. The second category of simulations involved the
erification of the distribution of fluxes from deposition sources
ather than their absolute values. For this, flux distributions from
wo source geometries relevant to common PVD methods were
dentified. The first distribution identified for verification was the
ombined flux distribution from two coplanar areas onto a flat
ubstrate. This configuration is relevant to large area deposition
rocesses, where a planar substrate is placed directly above an
rray of coplanar sources and the film is deposited on its under-
ide. The second distribution identified was the angular variation
f flux from short tubes which was initially studied by Clausing
3� and has since been successfully verified experimentally by
any authors �27,28�. This geometry is relevant to many deposi-

ion processes, the most studied being molecular beam epitaxy
here short tubes are bundled together to form a beam collimator,
hich focuses the molecular flux from an effusion cell onto a
mall area. We note that the configurations modeled here are fairly

548 / Vol. 129, NOVEMBER 2007
simple, but a combination of these can be used to construct more
complex flow and deposition geometries.

3.1 Free Molecular Flow Through a Long Tube. The for-
mula for free molecular flow through a long tube was first pro-
posed by Knudsen �1� and later corrected by von Smoluchowski
�2�. For a tube of radius r and length L, the free molecular flux per
unit time is given by

N =
8�

3

r3

L

p1 − p2

�2�mkT
�7�

Knudsen experimentally verified this formula for different gases
and tube diameters �29�.

In order to see whether, using the analogy, we can confirm, the
above formula, it was decided to simulate the flow of cesium

Fig. 1 Geometry for verifying Knudsen’s formula for free mo-
lecular flow through a long tube

Fig. 2 „a… Schematic of configuration for deposition from two
planar sources and „b… Radiation flux distribution for D /H

=0.75

Transactions of the ASME
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toms through a long capillary. Cesium was chosen since its
emperature-dependent vapor pressure and mean free path data are
eadily available in Ref. �28�. The geometry being simulated is
hown in Fig. 1. One end of the tube was assumed to be a cesium
ource maintained at 363 K. At this temperature, the mean free
ath of cesium atoms is �0.1 m. Hence, in order to simulate free
olecular conditions, i.e., no collisions within the tube, the length

f the tube shown in Fig. 1 was also chosen to be 0.1 m. In order
o make the tube sufficiently “long,” the diameter of the tube was
hosen to be 1/50th of its length at 0.002 m. The vapor pressure of
esium atoms at 363 K is 2.7�10−4 Torr or 3.6�10−2 Pa. The
ther end of the tube was assumed to open in a vacuum chamber
vacuated to 10−6 Torr or 1.333�10−4 Pa, as was the case in the
xperiments of �28�. The mass of a single cesium atom is
32.905 amu or 2.207�10−25 kg. Using Eq. �7�, the molecular
ow rate through the tube was calculated to be 3.604
1013 mol/s.
Using Eq. �5�, the temperatures in the radiation problem corre-

ponding to the pressures in the molecular flow problem were
alculated to be 9.33�106 K and 0 K at the cesium source and
vacuated end, respectively. However, when such large tempera-
ures were simulated in ABAQUS, numerical instabilities were en-
ountered, and hence, it was decided to scale down the tempera-
ures to more real-world values. This was accomplished by scaling
own the pressures by a factor of 1016, which scaled down the
adiation temperatures by a factor of 104. Correspondingly, the
nal molecular flux would have to be scaled back by multiplying

he radiation flux by 1016. Thus, the geometry in Fig. 1 was simu-
ated by maintaining its two ends at 933.32 K and 0 K, respec-
ively. The radiation flux incident on the cold end was found to be
.39�10−3 W, which corresponds to a molecular flux of 3.39
1013 mol/s. The above simulation was also carried out using a

oarser grid �by doubling the element size�, which resulted in a
adiative flux of 3.354�10−3 W, which is only 1% lower than
hat calculated using the finer mesh. Hence, the results were taken
o be mesh independent.

The difference between the prediction of the finite-element
imulation and the value calculated using Eq. �7� is 5.95% and can
e attributed to the finite tube length and finite mesh size used in
BAQUS as opposed to the analytical integrals employed in calcu-

Fig. 3 Flux distribution from two coplan
pected normalized film thickness variatio
while open markers represent results of ra
ar sources. Continuous lines represent ex-
n along centerline of sources given in †30‡
diation simulations in ABAQUS.
ating the factor 8r /3L in Eq. �7�. Application of Clausing’s �3�

ournal of Heat Transfer
Fig. 4 Geometry for simulation of angular distribution of ra-

diation flux from short tubes

NOVEMBER 2007, Vol. 129 / 1549
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orrection factor to the analytical result caused negligible change
n the analytical value. The error between Knudsen’s formula and
he ABAQUS simulation is within acceptable limits thus establish-
ng the feasibility of ABAQUS in estimating the absolute value of
olecular fluxes in low-pressure vacuum equipment.

3.2 Flux Distribution From Two Coplanar Sources. In or-
er to simulate the flux distribution due to multiple sources on a
lanar substrate, the simplest case analyzed was the flux distribu-
ion on a planar target due to effusion from two small coplanar
reas as a function of their mutual separation and their separation
rom the common target. The results are compared to values pre-
ented in �30�. Figure 2�a� shows the schematic of the geometry
eing considered. Since, only normalized distributions were
ought, based on Eq. �6�, arbitrary equal temperatures were as-
igned to the two sources and a lower arbitrary temperature was
ssigned to the substrate. A typical distribution �D /H=0.75� of
he combined radiation flux from the two sources is shown in Fig.
�b�.

Figure 3 shows the expected variation of the film thickness,
ormalized with respect to that at the midpoint of the two sources,
long the centerline of the sources, for different separations be-
ween the sources, as reported in �30�. Also plotted as open mark-
rs in Fig. 3, are the normalized radiation flux values from simu-
ations in ABAQUS.

As can be seen from Fig. 3, the agreement between the litera-
ure values and those obtained from ABAQUS is very good thus
stablishing the utility of the cavity radiation module in ABAQUS

or modeling molecular flux distributions from planar sources.

3.3 Angular Flux Distributions From Short Tubes. The fi-
al verification with literature was done for angular flux distribu-
ions from short tubes, which is relevant to molecular beam epi-

Fig. 5 Comparison of normalized angular distributions
3.03, and 5.63 from ABAQUS „continuous lines… with expe
The open dots represent the cosine law which corresp
axy sources. Since the original analysis by Clausing �3�, this

550 / Vol. 129, NOVEMBER 2007
geometry has been the subject of numerous studies employing
analytical �27,31,32�, experimental �28,33–38� as well as Monte
Carlo �15–17� methods. The geometry that was simulated in
ABAQUS is shown in Fig. 4.

As seen in Fig. 4, a semi-circular arc is placed concentric with
the center of the opening of the tube. The base of the tube is
maintained at an arbitrary high temperature while the arc is pre-
scribed an arbitrary lower temperature. The shell of the tube is
specified to be a reradiating surface, and its temperature is esti-
mated during the calculation. From the simulation, the radiation
fluxes at locations along the arc were noted and normalized with
respect to the flux at the point directly above the axis of the tube.
These normalized distributions for different aspect ratios of the
tube are plotted in Fig. 5. Also plotted as solid dots are measured
angular distributions from the experiments of Stickney et al. �28�.
The open dots represent an ideal cosine distribution, which corre-
sponds to the limit of the tube length going to zero and the source
becoming a small plane area.

The experimental distributions and the simulated distributions
from ABAQUS are in excellent agreement thus reinforcing the fea-
sibility of using ABAQUS for estimating angular distributions of
molecular fluxes from planar and tubular sources. Note that al-
though we verify the distribution from a single tube, ABAQUS

could easily simulate an array of tubes, such as those used in
molecular beam epitaxy sources.

4 Experiment
In order to test the applicability of the analogy in an actual

physical vapor deposition setup, we conducted an experiment in
an Edwards Auto 306 thermal resistance evaporation system with
a FL400 deposition chamber. Figure 6 shows a schematic of the
experimental setup. The material being deposited was chromium,

radiation flux from short tubes with aspect ratios 1.15,
ental measurements of Stickney et al. †28‡ „solid dots….
to L=0.
of
rim
which was in the form of a cylindrical wire with an active length

Transactions of the ASME
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f 26.5 mm and diameter of 2.2 mm. The substrates were in the
orm of 1 mm thick 25.4 mm�25.4 mm �1 in.�1 in.� glass
lides and were mounted in a calotte as shown in Fig. 6. The
alotte was designed on purpose to give a high degree of variation
n film thickness across the slides—the ratio of minimum-to-

aximum film thickness was expected to be around 0.33. This
as accomplished by placing the slides at different angles with

espect to the source and except for the slide directly above the
ource, the rest of the slides were offset with respect to the axis of
he source. In order to add asymmetry to the calotte as well as a

Fig. 7 Contours of normalized radiation fluxes corresp

Fig. 6 Schematic of experimental setup
ABAQUS

ournal of Heat Transfer
further degree of complexity to the deposition geometry, the cal-
otte was rotated by 45 deg with respect to the axis of the source
after being placed in the deposition chamber as shown in Fig. 6.

The slides were sandblasted on the passive side, chemically and
ultrasonically cleaned, and mounted in the calotte. They were la-
beled with numbers 0–8, 0 being the slide directly above the
source �see Fig. 6�. A single slide was also mounted in a microbal-
ance in order to monitor the film thickness during the deposition
process and was denoted as the reference slide. The reference
slide was used to make sure that the maximum thickness of the
deposited films was lower than 300 Å in order that they would be
transparent to the ellipsometer laser used to measure the thickness.
The calotte was placed in the vacuum chamber and the chamber
was evacuated to 1.33�10−4 Pa �10−6 Torr�. At this pressure, the
mean free path of the chromium molecules was expected to be
�100 m, which places the transport well into in the free-
molecular flow regime. Once the vacuum was attained, current
was passed through the chromium wire until it was white hot. The
current was switched off when the reference slide registered a film
thickness of only 30 Å. The reference slide was farthest away
from the source and was thus expected to be subject to the least

Table 1 Measured and normalized film thicknesses from ex-
periment and normalized radiation fluxes from ABAQUS. Normal-
ization is with respect to the value at the center of slide 0.

Slide

Measured
thickness

�Å�
Normalized
thickness

Normalized
radiation

flux

Percent
difference

�%�

Reference 32.26 0.09 0.12 3.24
0 351a 1.00 1.00 ¯

1 113.88 0.32 0.34 1.95
2 199.17 0.57 0.53 3.73
3 220.85 0.63 0.60 2.45
4 257.03 0.73 0.67 6.04
5 253.07 0.72 0.70 2.02
6 222.24 0.63 0.67 3.33
7 226.25 0.64 0.68 3.06
8 182.69 0.52 0.56 3.78

aMeasured using Veeco Dektak 8 Profilometer instead of ellipsometer.

ing to the experimental setup of Fig. 6 simulated using
ond
NOVEMBER 2007, Vol. 129 / 1551
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ncident flux. Hence, the experiment was stopped when the refer-
nce slide registered �10% of the maximum permissible thick-
ess.

The thickness of the films deposited on the glass slides was
easured using a V-VASE spectroscopic ellipsometer. The beam

f the ellipsometer was focused so as to obtain the thickness at
pproximately the center of each slide. Even though, the current
as switched off only a few seconds after switching it on, the

hickness of the film deposited on slide 0, the slide closest to the
ource, was slightly above the transparency limit of the ellipsom-
ter, and hence, the ellipsometer could not be used to measure it.
nstead a high-accuracy profilometer �Veeco Dektak 8 Advanced
evelopment Profiler� was used to measure it. The measured

hicknesses from the ellipsometer and profilometer are tabulated
n Table 1. Since the variation in thickness rather than the absolute
hickness was sought, the thicknesses measured at the center of
ach slide were normalized with the thickness measured at the
enter of slide 0. These normalized values are also presented in
able 1.
The above experiment was also simulated using the radiation

olver in ABAQUS by assigning an arbitrary high temperature to the
hromium source and arbitrary equal low temperatures to the
lides. The radiation flux contours normalized with respect to the
ux at the center of slide 0 as predicted by ABAQUS are shown in
ig. 7, and the values at the central node of each slide are also

abulated in Table 1. These values are also plotted in Fig. 8 along
ith the normalized measured values.
As seen from Fig. 8, the agreement between the normalized
easured and predicted values is good and Table 1 indicates that

he maximum difference is only 6.04%. This establishes the va-
idity of using generic finite element software for the prediction of
lm thickness variation in a commercial low-pressure PVD setup.
he above methodology could also be used to predict the absolute
lm thicknesses, but since the time for which the deposition pro-
ess was carried out was uncertain, quantification of actual film
hicknesses was not attempted.

Conclusions
Although the existence of an analogy between diffuse thermal

adiation and low-pressure molecular transport is known, it has

Fig. 8 Comparison of measured normaliz
with corresponding normalized radiation fl
ot been exploited in mainstream design of evaporation sources
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and vacuum equipment. With the ready availability of commercial
finite element software with powerful geometry modelers and cav-
ity radiation solvers, the analysis of diffuse radiation problems has
become a straightforward process. In this paper we have made use
of the analogy between radiation and free molecular flow and
employed the commercial finite element software ABAQUS to cor-
roborate experimental angular distributions of molecular flux from
planar and tubular sources reported in literature. We have also
confirmed the absolute value of molecular flux through a long
tube, first derived and experimentally confirmed by Knudsen �1�.
Finally we have conducted a PVD experiment in a laboratory
scale setup, modeled it in ABAQUS, and verified the predicted rela-
tive film thicknesses with measured values from the experiment.
The numerically calculated relative film thickness values, closely
match the experimentally measured values, demonstrating again
the feasibility of using commercial radiation software for model-
ing flux distributions in an actual PVD setup.

The methodology outlined in this paper is targeted at modeling
low-pressure PVD processes in relatively complex geometries that
cannot be analyzed by analytical means and for which Monte
Carlo simulations would take long times to converge to the de-
sired accuracy. Such geometries can easily be modeled using the
above technique. The run times required for carrying out the simu-
lations is small since the calculation is deterministic. The main
application of the technique is envisaged in rapid optimization of
source-substrate geometries for maximizing the uniformity of de-
posited films.
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Experimental Investigation of the
Heat Transfer Characteristics
of Aluminum-Foam Heat Sinks
With Restricted Flow Outlet
This study investigates the heat transfer characteristics of aluminum-foam heat sinks with
restricted flow outlets under impinging-jet flow conditions. An annular flow-restricting
mask is used to control the height of the flow outlet of the aluminum foam sink, forcing
the cooling air to reach the heat-generation surface. The enhanced heat transfer char-
acteristics of aluminum-foam heat sinks using these flow-restricting masks are measured
experimentally in this work. The effects of porosity, pore density and length of sample, air
velocity, and flow outlet height on the heat transfer characteristics of aluminum-foam
heat sinks are investigated. Results show that the effect of the flow outlet height is
stronger than that of the pore density, porosity, or height of the aluminum heat sinks
studied in this work. A general correlation between the Nusselt number and the Reynolds
number based on the equivalent spherical diameter of the aluminum foam is obtained for
32 samples of aluminum-foam heat sinks with different sample heights �20–40 mm�, pore
densities �5–40 ppi�pore/ inch��, porosities (0.87–0.96), and flow outlet heights
�5–40 mm�. It should be noted that, based on the measured velocity profile, the increase
of the Nusselt number of the aluminum-foam heat sink with the decrease in the flow outlet
height is caused by the reduced convective resistance at the solid-gas interface through
the increased velocity near the heat-generation surface. The reduction in flow outlet
height increases the local thermal nonequilibrium condition near the heat-generation
surface. �DOI: 10.1115/1.2759972�

Keywords: porous media, metal foam, electronic cooling, heat transfer, heat sink, re-
stricted flow outlet
ntroduction
The use of porous media for dissipating the waste heat of elec-

ronic devices has attracted much attention recently due to its low
eight, high heat transfer area, and enhanced cooling capacity.
revious experimental and numerical studies have shown that the
ooling performance of a porous heat sink is better than that of a
n-pin array heat sink under forced convective heat transfer con-
itions �1–16�. In most of these heat transfer studies, the gas flow
irection is parallel to the waste-heat generation surface of the
eat sink.

When the direction of the cooling air is perpendicular to the
aste-heat generating surface �referred to as an impinging-jet flow

ondition in this paper�, it enhances the cooling performance of a
eat sink. For example, in a study of the cooling performance of a
n-pin array heat sink, Ledezma and Bejan �17� showed an in-
reased cooling performance of 10–20% over the parallel flow
ondition. Kim et al. �18� also showed that an aluminum-foam
eat sink with a larger ratio of permeability �Ky /Kx� or thermal
onductivity �ky /kx� has a better heat transfer performance under
mpinging-jet flow conditions. Zhou and Lee �19� installed mesh
creens in front of the jet nozzle; their results indicated that the
ocal maximum heat transfer rate was increased by �3.92% at
/d=4 and that the average Nusselt number was enhanced by
1.38% at z /d=2, compared to the case without a screen.
In the numerical study of the cooling performance under

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 26, 2006; final manuscript re-

eived February 10, 2007. Review conducted by Jose L. Lage.
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impinging-jet flow condition, Jeng and Tzeng �20� numerically
investigated the impinging cooling of aluminum-foam heat sinks
with a two-equation model. The heat transfer was found to in-
crease as the height of the aluminum-foam heat sink decreased.
The maximum heat transfer occurs at the stagnation point when
the Reynolds number is low, and the heat transfer decreases when
the Reynolds number increases. The thermal resistance of an
aluminum-foam heat sink is 30% lower than that of a plate fin
heat sink.

Hsieh et al. �21� conducted an experimental study to measure
the Nusselt number and the temperature distributions of the gas
and solid phases at the circumferential edge of six types of
aluminum-foam heat sinks under impinging-jet flow conditions. In
addition, the effects of the porosity and pore density of aluminum
foam, the air velocity on Nusselt number, and the temperature
distributions were investigated in that same work. The existence
of a local thermal nonequilibrium condition within the aluminum-
foam heat sink was discussed as well. Later on, Shih et al. �22�
systematically changed the height of the aluminum-foam heat sink
to maximize the cooling performance and showed that the height
of the heat sink has a significant effect on the cooling performance
of aluminum-foam heat sinks.

Based on the results of the above-mentioned experimental stud-
ies �21,22� under impinging-jet conditions, it is noted that a sig-
nificant amount of the cooling air leaves the heat sink, radially,
without reaching the waste-heat generating surface. This reduces
the cooling performance of the aluminum-foam heat sink. In the
present study, a flow-restricting mask, as shown in Fig. 1�a� is
provided to control the flow outlet area and to force the cooling air
to reach the heated surface. The heat-transfer characteristics of

aluminum-foam heat sinks under impinging-jet conditions, com-
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lete with flow-restricting masks, are measured experimentally,
nd their cooling performances with and without flow-restricting
ask are compared in this work. At the same time, the effects of

ig. 1 „a… Schematic diagram of an aluminum-foam heat sink
ith a flow-restricting mask and „b… a photo of an aluminum-

oam heat sink used in the study „ppi=10 and porosity=0.92…

Table 1 Properties of aluminum foam used in this study

ype
no.

ppi
�pore/inch� Porosity

Mean pore
diameter, dp �m�

Equivalent
spherical

diameter, Dp
�m�

k�*�

�W/m K�

1 5 0.91 1.19�10−3 1.59�10−4 5.89
2 20 0.87 8.27�10−4 1.85�10−4 8.32
3 20 0.91 8.05�10−4 1.21�10−4 6.34
4 20 0.94 8.14�10−4 8.49�10−5 4.95
5 20 0.96 8.00�10−4 5.26�10−5 3.55
6 40 0.94 6.85�10−4 7.14�10−5 4.93

*�
From Calmidi and Mahajan �25�.

Table 2 Heights of aluminum

Sample
no.

Type
no.

H
�cm�

Hout
�cm� Hn=Hout /H

1-4-4 1 4 4 1.000
1-4-2 1 4 2 0.500
1-4-1 1 4 1 0.250
1-4-0.5 1 4 0.5 0.125
2-4-4 2 4 4 1.000
2-4-3 2 4 3 0.750
2-4-2 2 4 2 0.500
2-4-1 2 4 1 0.250
2-3-3 2 3 3 1.000
2-3-2.25 2 3 2.25 0.750
2-3-1.5 2 3 1.5 0.500
2-3-0.75 2 3 0.75 0.250
2-2-2 2 2 2 1.000
2-2-1.5 2 2 1.5 0.750
2-2-1 2 2 1.0 0.500
2-2-0.5 2 2 0.5 0.250
ournal of Heat Transfer
the height of the flow outlet, the porosity, and the pore density of
the aluminum foam, as well as the effect of the air velocity on the
Nusselt number are investigated. In addition, the solid- and gas-
temperature distributions at the perimeter of the heat sinks and the
velocity profile in the outlet area are measured under different
conditions.

Materials and Method
Six types of aluminum-foam heat sinks, as shown in Table 1,

are used in this study. As shown in Figs. 1�a� and 1�b�, each
aluminum-foam heat sink is composed of a piece of aluminum
foam and a base plate. The aluminum foam is attached to the base
plate with a silver epoxy �Loctite Corporation, 3880, thermal
conductivity=4 W/m K�. The silver epoxy is cured by putting the
base plate with the aluminum-foam heat sink in a furnace
�Lindberg/Blue M� and going through a curing temperature cycle
�heating at 8°C/min until 150°C, maintaining at 150°C for
40 min, and then cooling in the furnace�. Based on the post-test
examination, the thickness of the silver epoxy is observed to be
�0.1 mm. The associated interface thermal resistance is estimated
to be �7.5�10−3°C/W. The temperature measurement error
based on the estimated interface thermal resistance and heat trans-
fer across the silver epoxy interface is about 2.4�10−1°C. The
diameter of the aluminum foam is 65 mm. The base plate is made
of 3 mm thick aluminum. In this work, the aluminum-foam heat
sink was attached to the copper plate by applying a thin layer of
silicone heat conductive compound �E.G-BOND, Type:EG-150,
thermal conductivity=0.9 W/m K� to the copper plate and then
press the heat sink against the copper plate by hand. The thickness
of the silicone heat conductive compound sandwiched between
the aluminum-foam heat sink and the copper plate was estimated,
based on a post-test examination, to be �0.1 mm, and the associ-
ated thermal resistance is �3.3�10−2°C/W. An annulus made of
balsa wood �bulk density �140 kg/m3, thermal conductivity at
300 K�0.055 W/m K� is used as the flow-restricting mask to
control the flow outlet height. The flow outlet height is controlled
by adjusting the vertical position of the flow-restricting mask. The
height of the aluminum-foam heat sink and the flow outlet are
varied systematically in this study. As shown in Table 2, all types
of aluminum-foam heat sinks, except type 2, have an identical
height H of 40 mm. Type 2 has three different heights, 40 mm,
30 mm, and 20 mm. The ratio of the flow outlet height to the
sample height �Hout /H� is systematically varied from 0.25 to 1.00.
The measurement of the mean pore diameter dp and the equivalent
spherical diameter �DP=6/Sv, where Sv is the surface area per
unit volume of solid phase� was conducted according to the
method used in Refs. �23,24�. The mean pore diameter is the mean

am heat sink and flow outlet

Sample
no.

Type
no.

H
�cm�

Hout
�cm� Hn=Hout /H

3-4-4 3 4 4 1.000
3-4-2 3 4 2 0.500
3-4-1 3 4 1 0.250

3-4-0.5 3 4 0.5 0.125
4-4-4 4 4 4 1.000
4-4-2 4 4 2 0.500
4-4-1 4 4 1 0.250

4-4-0.5 4 4 0.5 0.125
5-4-4 5 4 4 1.000
5-4-2 5 4 2 0.500
5-4-1 5 4 1 0.250

5-4-0.5 5 4 0.5 0.125
6-4-4 6 4 4 1.000
6-4-2 6 4 2 0.500
6-4-1 6 4 1 0.250

6-4-0.5 6 4 0.5 0.125
-fo
NOVEMBER 2007, Vol. 129 / 1555
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f the equivalent pore diameters, which are determined by con-
erting each individual pore area of the aluminum foam to the
iameter of an equivalent circle.

Figure 2 shows the schematic diagram of the experimental ap-
aratus used in this study for the measurement of heat transfer
haracteristics of aluminum-foam heat sinks. The flow straight-
ner �diameter=65 mm, length=50 mm� within the inlet air pipe
onsists of stacked foam sponges. At the inlet of the aluminum
oam, the temperature and pressure of the air are measured with a
-type thermocouple and a pressure transducer �Validyne pressure
ransducer, 0.5% accuracy�, respectively, to determine the condi-
ion of the inlet air. During the tests, the waste heat is generated
y a waste heat generating block, which consists of a 20 mm
hick, 65 mm dia circular copper plate and an electric heat tape,
hich is attached to the bottom of the copper plate as shown in
ig. 2. Three thermocouples for the measurement of the surface

emperature of the copper plate �TCu� are placed in the groves at
he top surface of the copper plate. Two thermocouples are in-
talled in positions symmetrical to the center of the copper plate,
nd on a radius of 30 mm from the center. The third thermocouple
s also installed at 30 mm distance from the center, but at 90 deg
o the other two thermocouples. Because of the highly conductive
ature of the copper plate, the measured temperatures from the
hree thermocouples are within 0.15% and, therefore, the values of
he temperatures reported later in this paper are the average tem-
erature measured from the three thermocouples. For that reason,
he deduced Nusselt number based on this average number repre-
ents the overall thermal performance of the aluminum-foam heat
inks.

In measuring the solid- and gas-phase temperatures of the heat
ink, five T-type thermocouples are positioned at equal spacing
long a z-direction line, 1 mm away from the perimeter of the
luminum foam. These thermocouples measure the temperature
rofile of the air exiting the aluminum foam. Another set of six
-type thermocouples are silver glued �also at equal spacing in the
direction� at the perimeter of the solid-phase portion �aluminum
ortion� of the aluminum foam, for measuring the solid-phase
emperature. The diameter of the insulated thermocouple wire is

mm. In silver gluing, the thermocouple to an aluminum-foam
eat sink, the silver epoxy is applied to the contact area between
he thermocouple and the aluminum-foam heat sink after they
ave been positioned in contact with each other on a working
late. The curing process of the silver epoxy is the same as that
sed in bonding the aluminum foam to the base plate. Based on
he post-test examination, the thickness of the silver epoxy is ob-
erved to be �0.1 mm. The associated interface thermal resis-
ance is estimated to be �15.9°C/W. By considering the heat
oss through the thermocouple wire and the insulation layer, the

ig. 2 Experimental apparatus for the measurements of heat
ransfer characteristics of aluminum-foam heat sinks
eat transfer across the silver-epoxy interface is about 5.39

556 / Vol. 129, NOVEMBER 2007
�10−5 W. The temperature measurement error based on the esti-
mated interface thermal resistance and heat transfer across the
silver-epoxy interface is about 8.58�10−4°C.

During the tests, the amount of airflow is regulated by a needle
valve, and the flow is straightened by the flow straightener, which
is installed in the air inlet pipe prior to the air entering the test
section. With the valve in the open position, the power is turned
on to the heating tape, and the heat is conducted to the porous heat
sink through the copper plate. The readings of the thermocouples,
used to measure solid- and gas-phase temperatures, are recorded
when the steady-state condition has been reached. The power to
the heating tape is then turned off, and the flow rate of the air is
increased so as to cool down the porous heat sink until it reaches
the ambient temperature. This procedure is repeated for all
samples at each flow rate. In order to examine the repeatability of
the experiments, the tests are repeated three times at each flow
rate for each sample. A good agreement is found in these tests at
each airflow rate. The maximum difference in the measurement of
the solid- and gas-phase temperature between these repeated tests
for each sample is 2.6%, and for the Nusselt number it is 9.5%.

The velocity profile at the outlet of the aluminum-foam heat
sink is measured by a hot-wire anemometer. During the experi-
ments, the hot wire is positioned at four different distances, 1 mm,
5 mm, 10 mm, and 15 mm, from the perimeter of the aluminum-
foam heat sink. It is worth noting that if the hot-wire anemometer
is positioned at 1 mm, 5 mm, or 10 mm away from the perimeter
of the aluminum-foam heat sink, the measured velocity profile
becomes highly erratic between repeated tests. This is because,
within this distance, the direction and magnitude of the velocity of
the air exiting the aluminum foam is random, due to the blocking
effect of the solid phase of the aluminum-foam heat sink. The
velocity of the air downstream of the solid phase is close to zero,
but downstream of a pore it is much larger. When the hot-wire
anemometer is positioned 15 mm away from the perimeter of the
aluminum-foam heat sink, the measured outlet velocity profiles
shows good repeatability, as shown in Fig. 3. On the other hand,
the measured outlet velocity profiles at three different angles also
show good axisymmetry, as shown in Fig. 3. Therefore, the ve-
locity profile reported in this paper is measured 15 mm away from
the perimeter of the aluminum-foam heat sink and represents the
profile of the average gas velocity at this location.

In this study, the Nusselt number defined below is measured

Fig. 3 Measured outlet velocity profiles from three repeated
tests at three different angles „inset: top view of the heat sink
showing the three different angles at which the velocity profiles
are measured…
experimentally.
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NuDp
=

hDp

k
�1�

nd

h =
q

A�TCu − Tin�
�2�

here h is the convective heat transfer coefficient, Dp is the
quivalent spherical diameter of porous media, k is the effective
hermal conductivity of the aluminum foam, q is the waste-heat
ransfer rate in the steady-state condition, A is the base area of the
luminum-foam heat sink, TCu is the surface temperature of the
aste-heat generating block �i.e., the surface temperature of the

opper plate�, and Tin is the temperature of the inlet air. The Nus-
elt number defined in this paper evaluates the ratio of the con-
ective heat transfer to the conductive heat transfer �including the
onduction through the air and the aluminum� of the aluminum-
oam heat sink. The effective thermal conductivity used in this
tudy is a property evaluating the ability of the aluminum foam to
onduct the heat through the gas �air� and solid �aluminum�
hases of the aluminum foam under a no-flow condition. Thus,
ollowing the works by Bhattacharya and Mahajan �7� and Cal-
idi and Mahajan �11�, the effective thermal conductivity, includ-

ng the contributions from the conductivity of both the air and
luminum, is used in Eq. �1� to calculate the Nusselt number. The
ffective thermal conductivity of the aluminum foam is calculated
rom the correlation developed by Calmidi and Mahajan �25�.
his correlation was obtained by averaging the heat transfer

hrough the complex structure of the aluminum foam and was
erified experimentally. The aluminum foam used in this work
nd the foam used by Calmidi and Mahajan �25�, were supplied
y the same corporation. The accuracy of the correlation is 3.6%.

In determining the convective heat transfer coefficient h, Eq.
2� is used with the substitution of the measured TCu. In Eq. �2�, q
s the waste-heat transfer rate and is equal to the difference be-
ween the heat generated by the heating tape and the heat loss
hrough the thermal insulation base. The heat loss through the
hermal insulation base is a function of the temperature difference
etween the top surface of the waste-heat generating block and the
mbient, obtained by the procedures reported in previous studies
21,22�. In short, Fig. 4 shows the experimental apparatus for the
easurement of heat loss through the insulation block at different

TCu−T��, where TCu is the top surface temperature of the copper
late and T� is the temperature of the ambient �21,22�. The ex-
erimental apparatus is the same as the one used for the Nusselt
umber measurement described above, except that the aluminum-
oam heat sink is removed from the apparatus. As shown in Fig. 4,
he heat tape is powered by a DC power supply. A FLUKE Hydra
eries II records the top-surface temperature of the copper plate
Cu and the ambient temperature T�. The copper plate and the
eat tape are placed within the thermal insulation base made of
alsa wood �bulk density=140 kg/m3, thermal conductivity at
00 K=0.055 W/m K�. The temperatures of the top surface of the
opper plate and the ambient are both measured under natural
onvection and steady-state condition. The heat loss through the
nsulation block at different �TCu−T�� is calculated by the follow-
ng:

qloss = qin − qnatural − qr �3�

Fig. 4 Apparatus for measuring heat loss
qin = IV �4�

ournal of Heat Transfer
qnatural = h̄A�TCu − T�� �5�

where qloss is the heat loss through the insulation block to the
ambient; qnatural is the heat transfer through natural convection
from the top surface of the copper plate to the ambient; qr

�=��A�TCu
4 T�

4 �, �=0.072, is the emissivity of the copper plate
used in this work, �=5.6696�10−8 W/m2 K4 is the Stefan–
Boltzmann constant� is the radiation from the top surface of the

copper plate to the ambient, h̄ is the average natural convective
heat transfer coefficient at the top surface of the copper plate �26�;
A is the top surface area of the copper plate; TCu ranges from
320 K to 360 K in this study; qin is the power generated by the
heating tape; I and V are the input DC current and voltage, respec-
tively. The correlation between heat loss and temperature differ-
ence of the copper plate and ambient deduced from the experi-
mental data is

qloss = − 0.019 + 0.053�TCu − T�� − 6.709 � 10−5�TCu − T��2

+ 1.359 � 10−6�TCu − T��3 �6�
The standard error of the estimate of the correlation �27� is

�9.5%. When estimating the heat loss through the heat insulation
base, the measured TCu and T� during an experiment of the NuDp
measurements are substituted into Eq. �6�. The result shows that
the heat loss is a function of the temperature difference between
the top surface of the waste-heat generating block and the ambi-
ent. The heat loss is about 2.7–4.1% of the input power.

The uncertainties of the experimental apparatus used in this
experiment are obtained from the apparatus suppliers. In the mea-
surement of airflow properties, the flowmeter calibrated by the
manufacturer has a volumetric flow accuracy of ±0.05%, the pres-
sure transducer �Validyne pressure transducer� has a 0.5% accu-
racy, and the uncertainty of hot-wire calibration is �2.4%. In
supplying the waste heat, the power supply has a current uncer-
tainty of ±0.2%. In temperature measurements, the uncertainties
of the temperature reader �Fluke Hydra II� and the thermocouple
calibrated with a resistance temperature detector �Omega PR-11�
accuracy: ±0.35 K at 273.15–373.15 K are ±0.45 K and ±0.25%,
respectively. In the measurement of sample dimensions, the di-
mension precision is ±0.02 mm.

In this work, the uncertainties of measured and deduced data
are determined with the t-distribution under a confidence level of
0.95 �28,29�. The degree of freedom is determined by the number
of test data. The uncertainties of measured pressure, air outlet
velocity, inputted power, and temperature are ±4.8%, 19.9%,
±0.2%, and ±2.34–2.73%, respectively. The uncertainties for the
calculated Reynolds number and heat transfer coefficient are
±3.3–15.8% and ±11.4–13.3%, respectively.

Results and Discussion
In this study, the aluminum-foam heat sinks were equipped with

a flow-restricting mask to control the flow outlet area, forcing the
cooling air to reach the heat-generation surface. The enhanced
heat transfer characteristics of the aluminum-foam heat sinks
equipped with these flow-restricting masks were then measured.
The effects of the height of the flow outlet, the porosity, and the
pore density of the aluminum foam, and the air velocity on the
Nusselt number were investigated. In addition, the solid- and gas-
temperature distributions at the perimeter of the heat sinks and the
velocity profile in the outlet area were measured under different
conditions.

In the impinging-jet heat transfer process of aluminum-foam
heat sinks studied in this work, the flow resistance of the alumi-
num foam usually forces the cooling air to go radially outward,
exiting from the heat sink. This reduces the percentage of the
cooling air reaching the waste-heat generation surface, resulting in
a reduced cooling performance. Therefore, a flow-restricting mask

was provided to control the outlet area of the cooling air. The use
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f a flow-restricting mask will increase the percentage of the cool-
ng air reaching the heated surface region thereby increasing the
ooling performance of the heat sink.

The effect of the flow-restricting mask on the cooling perfor-
ance of the aluminum-foam heat sink is shown in Fig. 5. In Fig.

, the measured and normalized Nusselt numbers as functions of
he Reynolds number are shown for type-2 heat sinks with differ-
nt heights of the flow outlet. The measured Nusselt number is
efined in Eq. �1�, and the Reynolds number is defined as follows:

ReDp
=

�UinDp

�
�7�

The height of the flow outlet is controlled by adjusting the
ertical position of the flow-restricting mask as shown in Fig.
�a�. The four samples shown in Fig. 5 have an identical heat sink
eight of 40 mm, but different outlet heights. The sample 2-4-4
oes not use the flow restricting mask and serves as the baseline
ondition. The other three samples 2-4-3, 2-4-2, and 2-4-1 use the
ow-restricting mask to reduce the flow outlet height to 3 cm,
cm, and 1 cm, respectively. The normalized Nusselt number is

efined as the ratio of the measured Nusselt number of the sample
ith the flow-restricting mask �sample 2-4-3, 2-4-2, or 2-4-1� to

hat of the baseline sample without the flow-restricting mask
sample 2-4-4�. The normalized Nusselt number is an indication
f the enhanced cooling performance introduced by the use of the
ow-restricting mask. It is evident from Fig. 5 that the measured
nd normalized Nusselt numbers increase with the decrease in the
ow outlet height. This is caused by the fact that the cooling air is
uided by the flow-restricting mask toward the heat-generation
urface, and the convective coefficient is therefore enhanced
hrough the increased velocity in the region where the highest
hermal nonequilibrium exists, i.e., near the heated plate. �The

easured velocity profile will be discussed in the next paragraph.�
his results in a better cooling performance. It is also evident that

he measured Nusselt number increases as the Reynolds number
ncreases due to the higher mass flow rate taking away more heat.

Figure 6 shows the measured gas velocity as a function of the
ormalized flow outlet height for three samples with different flow
utlet heights �Hn=1.0, 0.5, and 0.25�. As discussed in the mate-
ials and method section, the velocity is measured at 15 mm dis-
ance from the perimeter of the aluminum-foam heat sink. It is
nderstood that the measured velocity is not exactly the exit ve-
ocity of the cooling air from the aluminum-foam heat sink. How-
ver, under the condition of identical aluminum-foam materials
nd flow velocities, the measured velocity profiles can provide a

ig. 5 Measured and normalized Nusselt numbers as func-
ions of the Reynolds number for heat sinks with different
eight of flow outlet
easonable indication of the velocity-profile difference between

558 / Vol. 129, NOVEMBER 2007
samples with different flow outlet heights. As shown in Fig. 6, the
velocity profile for sample 1-4-4 �Hn=1.0� has a peak at z /H
=0.48. The location of the velocity peak moves toward the heat-
generated surface �z /H=0.0� as the height of the flow outlet de-
creases from Hn=1.0–0.25. It should be noted that the velocity at
the region very close to the heat-generated surface �z /H�0.04�
was not measured because of the difficulty in positioning the hot
wire in that region.

In order to compare the relative amount of cooling air reaching
the heat-generation surface for the three samples, the average ve-
locity over the region near the heat-generation surface �z /H
=0.05–0.125� is calculated from the measured velocity profile,
shown in Fig. 6, based on the following equation:

ū =

�
a

b

�U/Uin�d�z/H�

b − a
�8�

where a=0.05 and b=0.125. The calculated average velocity near
the heat-generation surface is shown �see Table 3� to increase with
the decrease of the height of the flow outlet. Based on the in-
creased average velocity near the heat-generation surface and the
velocity profiles shown in Fig. 6, it is reasonable to state that the

Fig. 6 Measured gas velocity as a function of the normalized
flow outlet height for three samples with different flow outlet
heights

Table 3 Calculated average velocity and ratio of average
velocities

Type 1
H=40 mm

Average velocity �m/s�
�ū= ��a

b�U /Uin�d�z /H�� / �b−a�,
where a=0.05,

b=0.125�
Ratio of average

velocities

ReDp
Hn=1.00 Hn=0.50 Hn=0.25

ū�Hn=0.50�

ū�Hn=1.00�

ū�Hn=0.25�

ū�Hn=1.00�

16.2 0.081 0.44 2.068 5.4 25.5
22.0 0.142 0.875 3.904 6.16 27.5
28.8 0.211 1.685 5.734 7.98 27.2
36.7 0.269 2.842 7.755 10.6 28.8
47.5 0.367 4.409 11.29 12.0 30.8
Transactions of the ASME
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ecrease in the flow outlet height increases the percentage of the
ooling air reaching the heat-generation surface.

In addition to the flow outlet height, there are other parameters,
uch as the porosity, pore density, and length of the aluminum
oam, affecting the cooling performance of the heat sink. In the
ollowing, the effects of these parameters and the comparison
mong them will be discussed. Figure 7 shows the effect of the
orosity of the aluminum foam and the flow outlet height on the
easured Nusselt number under different Reynolds numbers. In
ig. 7, the measured Nusselt numbers for six samples are given.
ll eight aluminum foam samples have the same pore density

20 ppi� and length �4 cm�. The six samples are separated into
wo sets of samples based on the flow outlet height. The flow
utlet height of the first set of samples �2-4-4, 4-4-4, and 5-4-4� is
qual to 4 cm �Hn=1.0�, and the other set of samples �2-4-1,
-4-1, and 5-4-1� is equal to 1 cm �Hn=0.25�. The porosity of
hese two sets of samples ranges from 0.87 to 0.96. It can be seen
rom Fig. 7 that the Nusselt number increases with the decrease in
orosity. This is because a decrease in porosity lowers the con-
uctive resistance in the solid phase of the aluminum foam and

Fig. 7 Effect of porosity and flow
under different Reynolds numbers

Fig. 8 Effect of pore density and fl

ber under different Reynolds numbers

ournal of Heat Transfer
promotes the enhancement of heat deeper into the foam thereby
making use of more of the foam for convective exchange. Figure
7 also shows that the Nusselt number increases with the decrease
of the flow outlet height. The reason for this was given earlier in
the discussion referring to Fig. 5. It is evident that the change in
the flow outlet height has a stronger effect than that of the porosity
on the measured Nusselt number.

The effect of the pore density of the aluminum foam and the
flow outlet height on the measured Nusselt number is shown in
Fig. 8, which also shows the measured Nusselt numbers for six
samples. All six samples have similar porosity �0.92–0.94� and
identical length �4 cm� of aluminum foam. The six samples can be
separated into two sets of samples, depending on their flow outlet
height. The flow outlet height of the first set of samples �1-4-4,
4-4-4, and 6-4-4� is 4 cm �Hn=1.0�, and for the other set of
samples �1-4-1, 4-4-1, and 6-4-1�, it is 1 cm �Hn=0.25�. The pore
density of these two set of samples ranges from 10 ppi to 40 ppi.

The effect of the total height of the aluminum foam and the
flow outlet height on the measured Nusselt number is shown in

tlet height on the Nusselt number

outlet height on the Nusselt num-
ou
ow
NOVEMBER 2007, Vol. 129 / 1559
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ig. 9, which also shows the measured Nusselt numbers for the
ix samples. The six samples can be separated into three sets of
amples, depending on the flow outlet height. The flow outlet
eight of the first set of samples �2-3-3 and 2-4-3� is 3 cm; for the
econd set of samples �2-2-2 and 2-4-2�, it is 2 cm �Hn=0.25�,
nd for the third set of samples �2-2-1 and 2-4-1�, it is 1 cm. The
otal height of these three sets of samples ranges from 2 cm to

cm. In this work, the flow direction of the cooling air is mainly
ffected by the flow-restricting mask, as shown in Fig. 6. Under
his condition, the main effect of decreasing the total height of the
luminum foam is a reduction of the total contact surface area
etween the aluminum foam and the cooling air. Because the heat
ransfer takes place mainly at the region near the heat-generation
urface, the effective contact surface area between the aluminum
oam and the cooling air is limited to the region near the heat-
eneration surface. Therefore, the reduction of the total contact
rea caused by the decrease of the total height of the sample does
ot necessarily change the effective contact surface area, as shown
n Fig. 9. The decrease of the total height of the aluminum foam
as little effect on the Nusselt number. On the other hand, the
ecrease of the flow outlet height significantly increases the Nus-
elt number. The effect of the flow outlet height is larger than that
f the total height of the aluminum foam.

As discussed above, the flow outlet height has a significant
ffect on the cooling performance of the heat sink. It is therefore
easonable to include the flow outlet height in the correlation for
he Nusselt number, i.e., NuDp

= f�ReDp
,Hout /D�. The correlation

or the Nusselt number as a function of the Reynolds number and
he dimensionless height of the flow outlet is obtained by a least-
quares fitting for all 28 types of samples used in this work. The
orrelation is given as

NuDp
= 1.032 � 10−3ReDp

0.436�Hout

D
	−0.344

�9�

The comparison between the measured and the calculated Nus-
elt number from Eq. �9� is shown in Fig. 10, which shows that all
xperimental data are within ±30% of the correlation, and that
ost of the data are within ±20%. The standard error of estimate

epresenting the average error between measured data and corre-
ation, calculated by �26�, is 9.57�10−4. The R2 is 0.87.

In order to investigate the effect of the flow outlet height on the

ig. 9 Effect of length of aluminum foam and flow outlet
eight on the Nusselt number under different Reynolds
umbers
ocal thermal equilibrium phenomena of aluminum-foam heat

560 / Vol. 129, NOVEMBER 2007
sinks, the temperatures of the solid and gas phases at the perimeter
of the heat sinks are measured at different Reynolds numbers for
samples 3-4-4 �Hout=4 cm� and 3-4-2 �Hout=2 cm�. The results
are shown in Figs. 11 and 12. The dimensionless temperatures of
the solid and gas phases are defined, respectively, as

	s =
Ts − Tin

q̇H/k
�10�

	 f =
Tf − Tin

q̇H/k
�11�

In Fig. 11, the dimensionless solid-phase temperatures are
shown to decrease with the increase of the Reynolds number and
the distance away from the heat-generation surface. In addition,
the reduction in the flow outlet height also decreases the dimen-
sionless solid-phase temperature. This decrease is caused by the
enhanced heat transfer between the aluminum foam and the cool-

Fig. 10 Comparison between the measured and calculated
Nusselt numbers

Fig. 11 Effect of the Reynolds number on the distributions of
dimensionless solid-phase temperature of samples 3-4-4 and

3-4-2

Transactions of the ASME
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ng air at a smaller flow outlet height. Even though the increase of
he Reynolds number and the decrease of the flow outlet height
ill both reduce the dimensionless solid-phase temperature, the

ffect of the Reynolds number is larger than that of the flow outlet
eight. Based on the data in Figs. 11 and 12, the decreases of the
imensionless temperatures of the solid and gas phases caused by
he increase in the Reynolds number and the reduction of the flow
utlet height are summarized in Table 4. As shown in Table 4,
hen the Reynolds number is increased by a factor of �2 �from
2.8 to 28�, the decrease in the dimensionless solid-phase tem-
erature is 0.17. This reduction in the solid-phase temperature is
aused by the increased heat transfer between the cooling air and
he solid phase at the higher air velocity.

On the other hand, when the flow outlet height is reduced by a
actor of 2, the decrease in the dimensionless solid-phase tempera-
ure is 0.08, which is much smaller than that caused by the in-
rease of the Reynolds number. When the flow outlet height is
educed, the region where the air velocity is increased is limited to
he region near the heat-generation surface; whereas when the
eynolds number is increased, the region where the air velocity is

ncreased is throughout the aluminum-foam heat sink. This differ-
nce causes the decrease in the dimensionless solid-phase tem-
erature introduced by the reduction of flow outlet height to be
maller than that introduced by the increase of the Reynolds num-
er.

In Fig. 12, the dimensionless gas-phase temperatures are noted
o decrease with the increase of the Reynolds number and the
istance away from the heat-generation surface. The reduction in
he flow outlet height also decreases the dimensionless gas-phase

ig. 12 Effect of the Reynolds number on the distributions of
imensionless gas-phase temperature of samples 3-4-4 and
-4-2

able 4 Comparison of the effects of the Reynolds number
nd the flow outlet height on the decrease of dimensionless
emperatures of the solid and gas phases at Z /HÉ0.0

Hout=4 cm ReDp
=12.3

ReDp

12.3

ReDp

28.0

Decrease of
dimensionless
temperature

Hout

4 cm
Hout

2 cm

Decrease of
dimensionless
temperature

s
0.493 0.323 0.170 0.493 0.412 0.081

f
0.405 0.242 0.163 0.405 0.225 0.180
ournal of Heat Transfer
temperature. As the height of the flow outlet is decreased, the air
is guided toward the heat-generation surface and the air velocity
near the heat-generation surface increases, as discussed in Fig. 6.
The increased air velocity increases both the local mass flux of the
air and the convective heat-transfer coefficient between the solid
phase of the aluminum foam and the air. This rate of increase of
the mass flux �which is linearly proportional to the velocity� is,
however, larger than that of the convective heat transfer coeffi-
cient between the solid phase of the aluminum foam and the air
�which is usually proportional to the velocity raised to a power of
�1�. This results in a lower air temperature at a smaller flow
outlet height. As shown in Table 4, this reduction in the air tem-
perature caused by a shorter flow height is larger than that in the
solid-phase temperature.

Since the heat is conducted to the aluminum-foam heat sink
from the heat-generation base plate, the local thermal nonequilib-
rium condition between the solid and the gas phases can be inves-
tigated by observing the temperature difference near the base
plate. The effect of the flow outlet height and the Reynolds num-
ber on the distribution of the dimensionless temperature difference
is shown in Fig. 13. The definition of the dimensionless tempera-
ture difference is given as


	 = 	s − 	 f �12�
From Fig. 13, we can find that the temperature difference de-

creases with the increases of the Reynolds number, with the in-
crease in distance from the base plate, and with the increase in the
flow outlet height. In modeling the heat-transfer processes of po-
rous materials, according to �30�, the effect of a local thermal
nonequilibrium between solid and gas phases should be consid-
ered when the temperature difference between the two phases ex-
ceeds 0.05 and the assumption of a local thermal equilibrium is no
longer valid. According to this 0.05 temperature difference, the
boundary between the local thermal equilibrium regime and the
local thermal nonequilibrium regime is plotted in Fig. 13. For
sample 3-4-4 �Hout=4 cm�, the local thermal nonequilibrium re-
gime is noted to be very close to the heat-generation base plate
�z /H�0.1� due to the fact that most of the heat is transferred from
the solid aluminum foam to the cooling air at this region. The
local thermal nonequilibrium regime and the temperature differ-
ence for sample 3-4-2 �Hout=2 cm� are noted to be larger than

Fig. 13 Effect of the Reynolds number on the distributions of
dimensionless temperature difference of samples 3-4-4 and
3-4-2
sample 3-4-4 �Hout=4 cm�. This is caused by the fact that when

NOVEMBER 2007, Vol. 129 / 1561
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he height of the flow outlet is reduced, the reduction in the gas-
hase temperature is much larger than that in the solid-phase tem-
erature, as shown in Table 4.

The comparison of the results of the present study, that of air
mpinging on a flat surface by Lee and Lee �31�, and the forced
onvective heat transfer in sintered porous plate channels �32,33�
nd in aluminum-foam heat sinks �22� is shown in Fig. 14. Fol-
owing the notation used in �25�, the Nusselt and the Reynolds
umbers in Fig. 14 are based on the hydraulic diameter and gas
onductivity, as shown in the legend of Fig. 14.

The results in Fig. 14 show that the use of metal foam enhances
he heat transfer significantly. The Nusselt number with metal
oam is about 6.5–20.4 times larger than that with an impinging
et alone. The dependence of NuDe on ReDe is similar for both
tudies; the NuDe increases with the increase of ReDe, and the
ffect of the height is similar as well. For an impinging jet, the
uDe increases monotonically with the decrease of the height of

he jet. For the aluminum-foam heat sinks discussed in Fig. 14, the
uDe also increases with the decrease of the height of the flow
utlet.

Figure 14 also compares the results from the present study and
he studies of the forced convective heat transfer in sintered po-
ous plate channels �32,33�. As shown, although the flow pattern
nd materials are different, the measured NuDe is in the same
rder of magnitude �33�. The NuDe for sintered porous plate chan-
els shows a higher ReDe dependence than that for the axisym-
etric aluminum-foam heat sink mentioned in the present study.
he results from this study are very similar to that from the study
y Shih et al. �22�.

ummary and Conclusions
In this work, the enhanced heat transfer characteristics of

luminum-foam heat sinks, introduced by the use of a flow-
estricting mask are investigated experimentally under impinging-
et flow conditions. The heat transfer performance of the
luminum-foam heat sink could be enhanced by lowering either
he conductive resistance in the solid phase or convective resis-
ance at the gas-solid interface of the aluminum foam. The use of
he flow-restricting mask guides the cooling air toward the heat-
eneration surface and the convective resistance is therefore re-
uced through the increased velocity near the heat-generation sur-
ace. This enhances the cooling performance of the heat sink and

Fig. 14 Comparison of the results
he local thermal nonequilibrium condition near the heat-

562 / Vol. 129, NOVEMBER 2007
generation surface. The effect of the flow outlet height on the
cooling performance is found to be larger than that of the pore
density, the porosity, and the length of the aluminum-foam heat
sink. Because of to this strong effect, the dimensionless flow out-
let height is included in the empirical correlation for the Nusselt
numbers based on the measured data of 32 different types of
aluminum-foam heat sinks. Based on this correlation, the Nusselt
number is proportional to the Reynolds number �based on the
equivalent spherical diameter of the aluminum foam� raised to a
power of 0.49 and inversely proportional to the dimensionless
flow outlet height raised to a power of 0.354. The Nusselt number
also increases with the decrease in the pore density and the in-
crease of the air velocity.
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Nomenclature
D � pipe diameter of the air inlet pipe, m

Dp � equivalent spherical diameter of porous media,
m

dp � mean pore diameter, m

h̄ � mean convective heat transfer coefficient,
W/m2 °C

Kx � permeability in the direction perpendicular to
the flow

Ky � permeability in the direction parallel to the
flow

kx � thermal conductivity of the porous material in
the direction perpendicular to the flow

ky � thermal conductivity of the porous material in
the direction parallel to the flow

k � effective thermal conductivity, W/m K
H � height of the total test section, m

Hn � normalized height of flow outlet, =Hout /H
Hout � height of flow outlet, m
Nu � Nusselt number
PPI � pores per inch

r � position along radius direction, m

m this work and previous studies
R � thermal resistance, K/W
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Re � Reynolds number
Q � flow rate, m3/s
q � waste heat transfer rate, W
q̇ � heat flux through the bottom of aluminum-

foam heat sink
T � temperature, K
U � average velocity, m/s
ū � calculated average outlet velocity in Eq. �8�,

m/s
z � position along axial direction, m

reek Symbols
� � viscosity
� � porosity

 � difference

ubscripts
air � air properties

e � estimate
f � fluid

in � inlet condition
I � electric current, A

out � outlet condition
s � solid
V � voltage
W � wall
� � ambient condition
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Flow, Thermal, Energy Transfer,
and Entropy Generation
Characteristics Inside Wavy
Enclosures Filled With
Microstructures
Flow, thermal, energy, and irreversibility characteristics inside wavy enclosures packed
with microstructures are reported in this paper. It is assumed that the entire enclosure has
sufficient and interconnected void spaces; those allow fluid movement inside the cavity.
The Darcy momentum equation is selected for momentum transfer modeling by consid-
ering a relatively small pore Reynolds number �Rep�. Modeled equations are solved
numerically using the finite volume method. Streamlines, isothermal lines, energy stream-
lines, average Nusselt number, and average entropy generation number are calculated
and displayed in order to show their dependency on and variation with Rayleigh number
(Ra), surface waviness ���, and aspect ratio �AR� of the enclosure. Depending on the wall
waviness pattern, the enclosure is divided into three modes (phase-plus, phase-zero, and
phase-minus modes). However, for the current calculation, wall waviness is kept symmet-
ric with respect to the vertical and horizontal centerlines of the enclosure.
�DOI: 10.1115/1.2759976�

Keywords: energy streamline, irreversibility, natural convection, porous media, waviness
Introduction
Convective flow and heat transfer inside wavy geometries

channel, duct, enclosure, etc.� are largely divided into two major
roups. The first group deals with the forced convection inside
hannels with periodically varying cross section along the longi-
udinal direction. The groundbreaking works of Sobey �1,2� re-
orted numerical and experimental results of flow patterns inside
furrowed channel. A furrowed channel is a wavy walled channel

hat follows the cosine function. Later, Sobey reported oscillatory
ow pattern �3� and flow separation characteristics �4� inside the
avy walled channel. Several extensions of Sobey’s work on

eparation phenomenon �4� are reported in available literature
5–7�. Forced convection heat transfer results are also reported by
everal researchers �8–12�. The first group problems cover a wide
ange of applications; for example, flow through blood vessels,
ood industries, large industrial heat exchangers, etc.

In contrast, the relatively new second group deals with the natu-
al convection problem in wavy walled enclosures. This group
overs a wide range of significant engineering applications, for
xample, microelectromechanical device, microelectronic heat
ransfer cooling device, double-wall thermal insulation system,
nderground cable system, solar collector, electric machinery, etc.
ignificant contributions have been made by several researchers
13–23� to model the problems of this specific group. For ex-
mple, natural convection inside a vertical opposite phase cavity
13�, wavy cavity with different orientations �14,15�, spatially
ariable wall temperature �16�, inphase vertical and horizontal
avy cavities �17,18�, entropy generation �15,17�, flow heat trans-

er in Darcy porous medium filled wavy enclosure �19–21�, non-
arcy porous medium �22,23�, etc.
A wavy cavity filled with microstructures �for example, mi-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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cropinfin, microsphere, bundle of capillary tubes, stack of fissures,
particles of uniform size and shape, etc.� under natural convection
can be modeled by Darcy momentum and energy equations as
long as the local pore Reynolds number �Rep�, based on the local
volume-averaged speed ��v � � and K1/2, is smaller than 1. Two
example cases of such geometries are shown in Figs. 1�a� and
1�b�. For a given aspect ratio �AR�, the average horizontal inter-
wall spacing �W� and cavity height �H� in all geometric modes are
same. The flow, thermal, energy, and entropy characteristics inside
such cavities at any phase mode of the wall are largely affected by
the geometric parameters �for example, wall waviness, phase of
waviness, and aspect ratio� and flow parameters �for example,
Rayleigh number�. This paper considers only the symmetric wavi-
ness of the cavity walls. A wide range of Rayleigh number and
wall waviness are selected for a limited aspect ratio of the cavity
in order to characterize the distributions of Nusselt number
�Nuav�, entropy generation number �Nsav�, and Bejan number
�Beav�. In addition, streamlines, isothermal lines, and energy
streamlines are presented at some selected parameters to facilitate
our understanding of such characteristic numbers �Nuav, Nsav, and
Beav�.

2 Mathematical Modeling
Figure 2 shows the problem schematic, the adopted coordinate

system, and boundary conditions. The wavy walls are assumed to
exactly follow a cosine curve, and a is the representative param-
eter for the surface waviness. It is assumed that the cavity is filled
with the microstructures �see Figs. 1�a� and 1�b�� with sufficient
void space for the fluid to circulate. It is further assumed that the
fluid and microstructures are locally in thermal equilibrium. Un-
even density of fluid originating from the temperature difference
of the walls yields a buoyancy force and drives convection cur-
rent. In laminar natural convection flow, the velocity components

are usually small in magnitude. For example, if one considers the

2007 by ASME Transactions of the ASME
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aximum pore velocity, up=0.1 m s−1; porosity �void volume/
otal volume�, �=0.5; kinematic viscosity of air, �=1.5

10−5 m2 s−1; characteristic length of the microstructure or the
oid space, dp=500 �m; and permeability K=�dp

2 /18�1−��
which roughly describes the permeability of packed sphere or
ircular disk in enclosures�, the pore Reynolds number is approxi-
ately equal to 0.7856. Therefore, Darcy law �Eq. �1�� is suitable

or modeling the momentum transfer inside the cavity

v =
K

�
�− �p + �g� �1�

aking the curl on the both sides of Eq. �1� after using the as-
umptions, v=ui+vj and g= +gyj, results in

�u

�y
−

�v
�x

= −
g�K

�

�T

�x
�2�

here g=gy. The energy equation �24� is

�
�T

�t
+ u

�T

�x
+ v

�T

�y
= 	m� �2T

�x2 +
�2T

�y2� �3�

ithout any external or internal source, the equation of entropy
eneration �24,25� is

ig. 1 Cross sections of wavy cavities packed with micropin-
ns at „a… phase-plus mode and „b… phase-minus mode

ig. 2 Schematic of the problem under consideration with
oundary conditions „PPM: phase plus mode, PZM: phase zero
ode, PMM: phase minus mode, HCL: horizontal centerline,

CL: vertical centerline…
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Sgen� =
k

T0
2�� �T

�x
�2

+ � �T

�y
�2	 +

�

KT0
�u2 + v2� �4�

Finally, the equation for energy flux density vector �26� is

Ė = Exi + Eyj = �v�1

2
�v�2 + Cp�T − Tc�	 − k grad�T� �5�

Introducing the following dimensionless parameters

X =
x

W
, Y =

y

W
, U =

u

u0
, V =

v
u0

, 
 =
T − Tc

Th − Tc
,

�6�

� =
t

�W2/	m
, u0 = Ra

	m

W

Eqs. �2�–�4� can be written, in their nondimensional forms, as

�2�

�X2 +
�2�

�Y2 = −
�


�X
�7�

�


��
+

��

�Y

�


�X
−

��

�X

�


�Y
=

1

Ra
� �2


�X2 +
�2


�Y2 � �8�

and

Ns =
Sgen�

S0�
= �� �


�X
�2

+ � �


�Y
�2	 +

Ec � Pr


�� ��

�X
�2

+ � ��

�Y
�2	

= NsT + NsF �9�

The definitions of different parameters in Eqs. �7�–�9� are as fol-
lows:

��

�Y
= U,

��

�X
= − V, S0� =

k��T�2

W2T0
2 , Ra =

g��TWK

	m�
,

�10�

Ec = �	m

W
�2 Cp

�T
,  =

�T

T0

Equations �7� and �8� are solved numerically using the following
boundary conditions:

� � 0, Y = 0, − �1

2
− �� � X � �1

2
− ��:� = 0,

�


�n
= 0

�11a�

� � 0, Y = AR, − �1

2
− �� � X � �1

2
− ��:� = 0,

�


�n
= 0

�11b�

� � 0, 0 � Y � AR, X = − �1

2
− ��

− ��1 + cos�2�Y

AR
�	:� = 0, 
 = 0 �11c�

� � 0, 0 � Y � AR, X = �1

2
− ��

+ ��1 + cos�2�Y

AR
�	:� = 0, 
 = 1 �11d�

where ��=a /W� and AR�=H /W� are the dimensionless waviness
and aspect ratio, respectively.

A control volume based finite volume method �27� is used to
solve the governing equations. A nonstaggered and nonuniform
grid system is used with a higher mesh density near the walls. The
tridiagonal matrix algorithm �TDMA� solver solves discretized
and linearized equation systems. For unsteady terms, the Crank–

Nicolson method �27� is applied. The whole computational do-
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ain is subdivided by unequally spaced nonrectangular control
olumes. Four grid sizes �64�64, 80�80, 100�100, and 160
160� are selected for analysis. The average Nusselt number for

ll four grid sizes are monitored at Ra=103, AR=1.0, and �=0.
he magnitude of the average Nusselt number at 160�160 grids
hows very little difference with the result obtained from 100

100 grids. For the rest of the calculations in this paper, a grid
ize of 160�160 is selected for better accuracy. The time incre-
ent ���� is 10−4 in most cases; but sometimes, especially at high
a and �, smaller time steps are selected in order to ensure the

esult accuracy. The code validation test is already reported in
ahmud and Fraser �25� and is not repeated here.

Results and Discussion
Numerical simulation is carried out for 30 Rayleigh numbers

1�Ra�103�, 21 wall waviness �−0.25���0.25�, and 11 as-
ect ratios �0.25�AR�4�. For each case, calculation is started
rom a motionless isothermal state �U=V=0 and 
=0.5� of fluid
nd advanced in time. Results are reported only when the steady-
tate solution is achieved. The entropy generation rate is calcu-
ated using Eq. �9� once the steady-state values of � and 
 are
vailable. In order to calculate the energy streamfunction, a Pois-

on equation of type �2�= ��� Ė� · k̂ is solved, where Ė is cal-
ulated from Eq. �5� from the steady-state field data of velocity
nd temperature and � is the energy stream function.

3.1 Influence of Ra on Flow, Thermal, and Energy Fields.
t some point in time ���0�, the right and left wall temperatures

re instantly changed to 1 and 0, respectively. This instant tem-
erature change introduces near-wall heat conduction close to the
avy walls. Convection is absent or negligible at this stage. If the
ear-wall heat conduction is limited to a distance � from the wavy
alls, then it is possible to show that �
�	mt /� by a scale analy-

is of the energy equation �Eq. �3��. The expression, �
�	mt /�,
hich dictates a balance between the first and fourth term of Eq.

3�, concludes that the thickness � increases with time. However,
fter some time the fluid near the hot wall is heated up and near
he cold wall is cooled down due to continuous near-wall conduc-
ion, and consequently, a buoyancy force develops. This buoyancy
orce pushes the fluid upward near the hot wall and downward
ear the cold wall, resulting in a circulatory motion inside the
avity. The finite fluid velocity inside the cavity facilitates to per-
orm a second scale analysis of the momentum equation �Eq. �2��,
hich dictates a balance between the second and third terms of
q. �2� and results in a scale of velocity of the form u0
Kg��T /�=Ra�	m /W�. The expression of u0 �also the velocity

cale� suggests that the buoyancy effect is stronger inside the cav-
ty at higher Rayleigh numbers.

A stronger circulation is expected �see the value of strength of
irculation, �max, in Fig. 3� at higher Rayleigh numbers, which, in
urn, affects the thermal field. For three selected values of �, Fig.

shows the distribution of streamlines at three selected Rayleigh
umbers. For convenience of presentation, stream-function values
or each case are divided by �max so that the modified stream
unction ��*=� /�max� can vary from 0 to 1 only. The corre-
ponding isothermal lines are presented in Fig. 4. Twenty isolines
with a difference of 0.05 between two consecutive isolines� are
lotted in each of the individual parts of Figs. 3 and 4.

It is a traditional practice to use streamline and isothermal line
ogether to describe the characteristics of flow and thermal fields
n convection heat transfer problems. These isolines, however, are
nappropriate in many situations for attempting to understand the
nergy flow mechanisms in convection problems. Combining the
hermal diffusion and enthalpy flow, Kimura and Bejan �28� pro-
osed “heatline,” which is a powerful alternate way to visualize
hermal energy flow. The concept of heatline is extended later for

any other situations by several researchers; for example, see

osta �29,30�. The energy streamlines, which include the kinetic
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energy �see Eq. �5�� to the thermal energy, is a powerful visual-
ization technique of total energy in a convection heat transfer
problem. For some selected parameters, Fig. 5 shows the energy
streamline distribution pattern inside the cavity. It is beneficial for
discussion if one considers Figs. 3–5 together. At a very low Ray-
leigh number, convective motion is nearly absent inside the cavity.
Therefore, conduction is the dominating mode of heat transfer.
The symmetric streamline distribution exhibits very low strength
at such a low Ra. For example, at Ra=1 and �=0.25, the strength
of circulation is 68 and 276 times weaker than the flow strengths
at Ra=100 and Ra=1000, respectively. Fluids, close to the walls,
nearly follow the walls’ geometry at low Rayleigh number. With-
out wall waviness ��=0.0�, the center region of the cavity at low
Ra �see Fig. 3�d�� is characterized by a nearly circular streamline
distribution, which becomes elliptic for nonzero �. Isothermal
lines at low Ra shows nearly symmetric conduction-type distribu-
tion �see Figs. 4�a�, 4�d�, and 4�g��.

The energy streamline distribution at small Ra is very much
suitable, in an alternate way, to understanding the flow field and
thermal field patterns. At vanishingly small Rayleigh number
�Ra→0� the energy streamline simply reduces to the heat flux line

�Ė�−k grad�T�, from Eq. �5��. As observed in Fig. 5�d�, the en-
ergy streamlines originate at the hot wall, remain parallel to the
adiabatic wall inside the cavity, and finally intersect the cold wall.
For the case of nonzero wall waviness �Figs. 5�a� and 5�g��, the
energy streamlines originate at the hot wall’s normal direction and
follow curved paths �symmetric to the horizontal centerline of the
cavity�, and finally intersect the cold wall. In order to keep the
heat flux constant along a particular energy streamline, the energy
streamline follows a curve path inside the wavy cavity due to the
variable interwall spacings along the vertical direction.

Flow inside the cavity is characterized by the stretched core
region when Ra increases. The near-symmetric pattern of the
streamline distribution distorts with increasing Ra. Fluid deceler-
ates in the phase-plus mode and accelerates in the phase-minus
mode near the horizontal centerline. In effect, isothermal lines are
distorted and lost their symmetricity and, in turn, start turning
back to the cold wall at the upper part and to the hot wall at the
lower part �with respect to the horizontal centerline� of the cavity
due to the strong horizontal jet. In the phase-zero mode, the con-
centration of isothermal lines occurs near the bottom of the hot
wall and top of the cold wall and, consequently, these concen-
trated isothermal lines initiate the so-called thermal spot
�13,15,18� in the cavity. The thermal spot high-temperature gradi-
ent causes a high heat transfer rate. The length of the thermal spot
increases with increasing Ra. In the phase-minus mode, the accel-
erated fluid near the horizontal centerline of the cavity introduces
thermal spots even earlier than the phase-zero mode. Therefore,
the heat transfer rate is higher near the centerline of this mode of
geometry. However, in the phase-plus mode, fluid deceleration
restricts to form any thermal spot near the horizontal centerline of
the cavity.

If Ra increases further, fluid in a large portion of the cavity near
horizontal centerline becomes almost motionless for the phase-
plus and phase-zero modes. This motionless region is small in the
phase-minus mode. It is seen in Figs. 3�c�, 3�f�, and 3�i� that the
concentration of streamlines �higher flow rate� is high near the
vertical walls, which, in turn, introduces the thermal boundary
layer as observed in Figs. 4�c�, 4�f�, and 4�i�.

Some of the issues already described in the preceding para-
graphs will be well understood if one considers the energy stream-
line distribution again. At relatively higher Ra, kinetic energy
starts contributing to the total energy. The contribution of kinetic
energy will be well understood if one considers the following

˙
nondimensional form of E:
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Ė

E0
= EcRa�V

1

2
�V�2	 + Ra�V
� − grad�
� �12�

here Ec is the Eckert number �=u0
2 /Cp�T� and E0 is the refer-

nce energy flux density �=k�T /W�. The relative magnitudes of
inetic energy �first term on the right-hand side of Eq. �12�� and
onvective thermal energy �second term� are compared to the con-
uctive thermal energy �third term� because conduction is always
resent, whatever its magnitude. At moderate and high Ra, the
onvective thermal energy term is always finite and dominating.
owever, the kinetic energy may remain small due to the fact that

he product EcRa is negligible at small and moderate Ra. At a
omparatively high Ra, all three energy terms contribute to the
otal energy. Hot and cold walls act as a source and sink of energy,
espectively. As these walls only allow thermal energy to cross as
eat conduction, energy streamlines originate at the hot wall and

Fig. 3 Streamlines at „a… Ra=10, �=0.25„�max=0.783…; „

=21.81…; „d… Ra=10, �=0.0„�max=0.7178…; „e… Ra=100, �
=10, �=−0.25„�max=0.59…; „h… Ra=100, −0.25„�max=4.259…
eave through the cold wall as depicted in Fig. 5. The influence of

ournal of Heat Transfer
convective thermal energy is nearly visible at Ra=10 �see Figs.
5�b�, 5�e�, and 5�h��. At high Ra, the influence of kinetic energy is
also visible. For example, at Ra=100 �see Figs. 5�c�, 5�f�, and
5�i��, the closed energy streamlines indicate the dominance of ki-
netic energy at some regions of the cavity. The closed energy
streamlines also indicate the trapped form of energy �31�.

3.2 Influence of Ra on Local and Global Heat Transfer
Rates. The local Nusselt number �NuL� calculates the local heat
transfer rate and its expression is given by

NuL =
W

k
hL =

W

k
 k

�T
� �T

�n
�

hot wall
� = � �


� n̂
�

hot wall

�13�

where n and n̂ represent the normal distances from the hot wall.
The global or average heat transfer rate is calculated in terms of

Ra=100, �=0.25„�max=5.42…; „c… Ra=1000, �=0.25„�max
0„�max=4.707…; „f… Ra=1000, �=0.0„�max=20.48…; „g… Ra
d „i… Ra=1000, −0.25„�max=18.84…. Aspect ratio AR=1.
b…
=0.
; an
average Nusselt number �Nuav� using the following integration:
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S

NuLds, where S =�
0

A�1 + �dX

dY
�2

dY

=
A2 + 2�2�2

A
�14�

here s represents the variable arc length along the hot wavy wall
nd S is the total arc length. For �=−0.25, 0.0, and 0.25, Fig. 6
hows the variation in NuL with Y at Ra=1 and 100, respectively.
n dominating conduction mode �Ra=1� of heat transfer, the dis-
ribution of NuL is nearly symmetric with respect to the vertical
enterline of the cavity. For �=0.0 at Ra=1, isotherms are nearly
arallel to the hot wall, which results in a constant temperature
radient along the hot wall and, therefore, NuL is almost constant
nd equal to 1. For �=0.25 at Ra=1, isotherms are close near the
op and bottom parts of hot wall and symmetric about the hori-
ontal centerline of the cavity, which results in the lowest tem-

Fig. 4 Isothermal lines at „a… Ra=10, �=0.25; „b… Ra=10
=100, �=0.0; „f… Ra=1000, �=0.0; „g… Ra=10, �=−0.25; „h…
erature gradient at the center of the hot wall and gradually in-
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creasing temperature gradient along the hot wall toward the top
and bottom adiabatic walls of the cavity. Therefore, NuL shows its
maximum values near the intersections of hot wall with the adia-
batic walls and minimum at the hot wall center. The reverse sce-
nario is observed for �=−0.25 at Ra=1. Nevertheless, when NuL
is integrated over the arc length, the resulting values of Nuav
remain 1 due to the conduction dominating mode.

With the increase of Ra, convection starts to dominate and
NuL−Y profiles lose their symmetric distribution patterns. The
asymmetry in NuL−Y profiles originate from the convective dis-
tortion of isothermal lines as described in Sec. 3.1. Figure 6 shows
the distribution of NuL at Ra=100 at three �’s. NuL is relatively
higher in magnitude near the bottom part of the hot wall due the
appearance of the thermal spot.

At the middle part of the cavity, due to the orientation of hot
wall geometry and distribution of isothermal lines, NuL at phase-
plus mode shows its minimum and, at phase-minus mode, shows

�=0.25; „c… Ra=1000, �=0.25; „d… Ra=10, �=0.0; „e… Ra
=100, �=−0.25; „i… Ra=1000, �=−0.25. Aspect ratio AR=1.
0,
Ra
its maximum value. When NuL is integrated over the arc length,
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he resulting Nuav at �=0.0 is larger than the Nuav at �=−0.25
nd 0.25. This special case is also shown in Fig. 7 �see the Ra
100 line�. In conduction regime �Ra�10�, Nuav is unaffected by
’s variation and its magnitude is equal to 1. However, in convec-

ion regime, Nuav increases with increasing Ra and, at a particular
a, �=0 produces the maximum Nuav when compared to cases of
onzero �. For a nonzero �, the value of Nuav is greater at phase-
lus mode than the value at phase-minus mode.

The influence of � on Nuav is better understood from Fig. 8. For
particular Ra at convection regime �for example, Ra=250�, Nuav

s minimum at the lowest value of selected ��=−0.25�. Nuav in-
reases with increasing � and shows its maximum just after �
0, and then decreases with further increases in �. In the phase-
inus mode, a considerable portion at the top right and bottom

eft corners of the cavity at moderate and high Ra shows isother-
al stagnant fluid. Heat transfer across this stagnant fluid is neg-

Fig. 5 Energy streamlines at „a… Ra=0, �=0.25; „b… Ra=1
=0; „f… Ra=0, �=0; „g… Ra=0, �=−0.25; „h… Ra=10, �=−0.2
igible compared to the heat transfer across the fluid at other parts

ournal of Heat Transfer
of the cavity. Therefore, Nuav at the phase-minus mode is smaller
in magnitude than the phase-plus mode provided that the value of
��� is fixed for both cases.

3.3 Influence of � on Flow and Thermal Fields. In order to
show the influence of � on flow and thermal fields, Figs. 9�a�–9�f�
display streamlines for six selected �’s, while Ra�=250� and AR�
=1.0� are kept constants. Corresponding isothermal lines are dis-
played in Figs. 10�a�–10�f�. The strength of circulation �see value
of �max� inside the cavity increases as one proceeds from Fig.
9�a� to Fig. 9�f�. For this selected example case, the relative mag-
nitude of circulation strength �0 �with respect to the strength at
�=0� and value of average kinetic energy �KEav� are given in
Table 1. The geometric orientation and complexity at �=−0.25
offer the most resistance to the fluid flow for the selected �’s. This
resistance is reduced, indicated by increasing KEav, as the wavy

=0.25; „c… Ra=100, �=0.25; „d… Ra=0, �=0; „e… Ra=10, �
nd „i… Ra=100, �=−0.25. Aspect ratio AR=1.
0, �
5, a
walls become more straight in the phase-minus mode and ap-
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roach the phase-zero mode. Therefore, the strength of circulation
ncreases as the fluid gets more freedom to move inside the cavity
ue to the less resistance. However, in the phase-plus mode, the
rientation of wall geometry assists fluid to flow with less resis-

ig. 6 Local Nusselt number distribution at Ra=1 „dashed-
otted lines… and Ra=100 „solid lines…. The NuL labels at the
ight ordinate are for Ra=1 and at the left ordinate are for Ra
100.

ig. 7 Average Nusselt number as a function of Ra at different

ig. 8 Average Nusselt number as a function of � at different

a
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tance inside the cavity. Therefore, KEav increases with increasing
�, which makes the circulation stronger inside the cavity.

In the phase-minus mode, the core of counterclockwise circu-
lation is stretched as ��� decreases from its maximum value �Fig.
9�a�� to minimum value �Fig. 9�c��. For the selected Ra�=250�, the
convective distortion of isothermal lines is clearly visible in Figs.
10�a�–10�f�. Starting from the bottom right corner, the near-hot-
wall fluid particles move up with acceleration due to the converg-
ing geometry of the cavity. These particles obtain their maximum
velocities at the horizontal centerline and then decelerate in the
diverging part of the cavity above the horizontal centerline. At the
same time, the reverse situation occurs at the bottom portion of
the cavity. The downward moving accelerated fluid particles near
the cold wall create a horizontal jet �right to left� just below the
top adiabatic wall. This horizontal jet pulls the decelerating fluid
particles, moving upward near the hot wall and, consequently,
creates a stagnant-isothermal fluid region at the upper right corner
of the cavity. Representative patterns of velocity vectors, isother-
mal lines, and paths of ten particles at Ra=250 and �=−0.25 are
only shown in Fig. 11 for the magnified upper right region of the
cavity.

The special cases selected for graphic illustration in Fig. 11 are
intended to show several issues, namely, the magnitude of the
velocity, stagnant-isothermal region, particle path, horizontal jet,
and convective distortion of isothermal lines. Particles �filled cir-
cular symbols in Fig. 11� are released from an imaginary line �see
Fig. 11� with equal distance between two consecutive particles.
The time gap between two consecutive locations of particles in all
particle paths is constant. Therefore, high concentration of circular
symbols in a particle path indicates the slower moving particle,
while the lower concentration indicates the faster moving par-
ticles. As discussed earlier, the velocity vectors in Fig. 11, imme-
diately after the horizontal centerline and close to the hot wall,
show high magnitudes. The faster moving particle P1 at that re-
gion becomes slower and slower as it moves up, exhibits its slow-
est motion when its path is very close to the stagnant-isothermal
region, and passes quickly when it reach to the horizontal jet.

Similarly, the upward-moving accelerated fluid particles near
the bottom part of the hot wall and downward-moving decelerated
fluid particles near the bottom part of cold wall create the second
stagnant-isothermal region near the lower left corner. The extent
of the stagnant-isothermal fluid at the phase-minus mode �see
Figs. 9�a�–9�c� and 10�a�–10�c�� decreases with decreasing ��� as
near-wall fluid particles attain more uniformity in velocity with
decreasing ��� in the phase-minus mode.

3.4 Influence of AR on Heat Transfer. To observe the influ-
ence of aspect ratio mainly on the global heat transfer rate, all
reported cases are resimulated by considering AR=0.25, 0.35, 0.5,
0.65, 0.85, 2, 2.5, 3, 3.5, and 4. Results are presented only for
Nuav in special graphical displays of the mesh-contour plot in
Figs. 12�a� and 12�b� for Ra=50 and 500. The mesh plot in Figs.
12�a� and 12�b� show the variation in Nuav as functions of aspect
ratio and wall waviness at constant Rayleigh number, while the
contour plot represents the iso-Nuav lines at different combina-

Table 1 Magnitudes of relative maximum streamfunction �0„

=�max/�max,�=0… and average kinetic energy KEav„=�−1��„u2

+�2
…d� … at different � for Ra=250 and AR=1.

Wall waviness, �=

−0.25 −0.2 −0.15 −0.05 0.0 0.05 0.15 0.2 0.25

�0
0.909 0.922 0.938 0.965 1 1.038 1.074 1.099 1.123

KEav
0.335 0.347 0.362 0.387 0.413 0.434 0.451 0.460 0.469
tions of � and AR. The mesh plot helps one to understand the
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Fig. 9 Streamlines at Ra=250 for different values of �: „a… �=−0.25„�max=7.943…, „b… �=−0.2„�max=8.057…, „c… �=
−0.075„� =8.428…, „d… �=0.075„� =9.0637…, „e… �=0.2„� =9.599…, and „f… �=0.25„� =9.81…
max max max max
Fig. 10 Isothermal lines at Ra=250 for different values of �: „a… �=−0.25, „b… �=−0.2, „c… �=−0.075, „d… �=0.075, „e… �

=0.2, and „f… �=0.25
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ariation in the magnitude of Nuav with AR and �; the contour plot
elps to select many combinations of AR and � for which Nuav is
onstant.

The pattern of variation in Nuav with AR is almost similar for
ifferent �. When AR�1, a rapid change in Nuav with AR is ob-

ig. 11 Magnified view of the upper right portion of the cavity
at Ra=250 and �=−0.25… is showing velocity vectors, isother-
al lines, and paths of ten particles released from a line

ig. 12 Mesh-contour plot of Nuav as a function of � and AR at

a… Ra=50 and „b… Ra=500
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served. For all Rayleigh numbers considered, the maximum Nuav
occurs in the phase-plus mode when � is slightly larger than 0,
while AR, corresponding to the maximum Nusselt number, de-
creases with increasing Ra. In order to identify the values of AR
and � corresponding to the maximum Nuav for a fixed Ra, a
cubic-spline-interpolation technique is applied using the “Spline
Toolbox” of the MATLAB software �32�. The interpolated maxi-
mum Nusselt number, �Nuav�max, is reported in Table 2 for six
selected Rayleigh numbers. The corresponding aspect ratio �AR�0
and surface waviness �0 are also presented in Table 2.

3.5 Irreversibility Analysis. The convection process in a
microstructure-filled enclosure is inherently irreversible. Nonequi-
librium conditions arise due to the exchange of energy and mo-
mentum within the fluid and at the solid boundaries. This causes
continuous entropy generation.

One portion of this entropy production is due to heat transfer in
the direction of finite temperature gradients. Finite temperature
difference heat transfer irreversibility is common in all types of
thermal engineering applications. The local heat transfer irrevers-
ibility can be estimated from the first square-bracketed terms on
the right-hand side of Eq. �9�. Another portion of the entropy
production arises due to fluid friction irreversibility. The local
fluid friction irreversibility can be estimated from the second
square-bracketed terms on the right-hand side of Eq. �9�.

For a real system, the generated entropy is proportional to the
destroyed exergy �33�. The destroyed exergy or the generated en-
tropy is responsible for the less-than-theoretical maximum ther-
modynamic efficiency of a system. Through exergy accounting in
smaller and smaller subsystems, one is able to draw a map of how
the destruction of exergy is distributed over the engineering sys-
tem of interest �33�. In this way, one is able to pinpoint the com-
ponents and mechanisms �processes� that destroy the most exergy.
This knowledge offers a real advantage in the search to improve
system efficiency because it tells one from the start how to allo-
cate engineering effort and resources. One attribute of an exergy-
based analysis is that it makes it possible to compare, on a com-
mon basis �entropy generation platform�, different interactions
�inputs, outputs, work transfer, heat transfer, etc.� in a system, thus
enabling a minimization of the global entropy generation rate �en-
tropy generation minimization �EGM��.

The local entropy generation numbers �Ns, NsT, and NsF� and
the Bejan number �Be� are calculated from the steady-state con-
verged thermal-fluid field data for some selected values of Ra, �,
and AR. These local parameters are then integrated over the entire
cavity volume in order to calculate their global values; that is,
global entropy generation number �Nsav�, global heat transfer ir-
reversibility �GHTI�, global fluid friction irreversibility �GFFI�,
and average Bejan number �Beav�. The technical definitions of
these parameters are given in the nomenclature. No geometry op-
timization is performed in the current study; such work will be the
focus of future work. Nevertheless, understanding the behavior of
these irreversibility parameters is helpful to understanding the in-
fluence of factors that affects the irreversible nature of the trans-

Table 2 Magnitude of maximum Nusselt number at a particular
Rayleigh number and corresponding aspect ratio and wall
waviness

�AR�0 �0 �Nuav�max

Ra=20 1.469 0.0375 1.339
Ra=50 1.469 0.0500 2.177
Ra=100 1.375 0.0500 3.346
Ra=250 1.000 0.0250 5.856
Ra=500 0.812 0.0125 9.528
Ra=1000 0.718 0.0125 15.430
port phenomenon inside the wavy cavity.
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For AR=1, Figs. 13 and 14 show the variation in Nsav and Beav,
espectively, as functions of Ra for different values of �. In con-
uction regime, when fluid flow is nearly absent, entropy genera-
ion inside the cavity is dominated by the influence of the heat
ransfer irreversibility. Nsav is nearly insensitive to Ra variation
hen Ra�10. Also � shows little or no influence on Nsav varia-

ion for Ra�10. The average Bejan number, a measure of global
eat transfer irreversibility, is higher in magnitude for this range
f Ra. When convection starts dominate and fluid flow becomes
tronger inside the cavity at higher Rayleigh numbers, fluid fric-
ion irreversibility starts dominating the overall irreversibility.
sav increases with increasing Ra and the Nsav−Ra profile show

he similar pattern that is previously observed in the Nuav−Ra
rofile. Beav decreases with increasing Ra and asymptotes to a
imiting value at high Ra. The irreversibility maps for Ra=50 and
00 are presented in Figs. 15�a� and 15�b� for 0.25�AR�4 and
0.25���0.25. In each map, dotted and solid lines correspond

o Nsav and Beav, respectively. From Figs. 15�a� and 15�b�, it is
bserved that cavities with lower aspect ratio in the phase-plus
ode exhibit high irreversibility, whereas higher aspect ratio in

he phase-minus mode exhibit low irreversibility. Although the
aximum heat transfer is observed for a combination of AR close

o 1 and � close to 0 �see Fig. 13�, this combination of AR and �,
owever, does not guarantee the minimum irreversibility because
uid flow does not have any role during NuL and Nuav calcula-

ions.

ig. 13 Average entropy generation number as a function of
a at different �

ig. 14 Average Bejan number as a function of Ra at different
ournal of Heat Transfer
Conclusions
Employing the Darcy model, numerical studies of buoyancy-

induced natural convection flow, heat transfer, energy transfer, and
irreversibility are performed inside wavy cavities. The cavity is
assumed to be filled with microstructures with sufficient void
spaces for fluid flow. Convective motion is nearly absent inside
the cavity at very low Rayleigh numbers �Ra�10� for all aspect
ratios and wall waviness. The conduction-dominated thermal field
results in an average Nusselt number equal to 1. Energy stream-
lines reduce to heat flux lines �which originate at the hot wall,
which acts as an energy source� pass through the cavity without
perturbation, and intersect the cold wall �which acts as a energy
sink at low Rayleigh numbers�. For a fixed aspect ratio and sur-
face waviness, an increasing Rayleigh number strengthens the cir-
culation inside the cavity and, at high Rayleigh numbers, near-
wall flow intensities are high. A large portion near the middle of
the cavity at the phase-zero and phase-plus modes show nearly
stagnant fluid, whereas in the phase-minus mode extent of such
region is small due to the geometric orientation. Two small re-
gions near the intersections of hot wavy and top adiabatic walls
and cold wavy and bottom adiabatic walls in the phase-minus
mode trap isothermal-stagnant fluid that does not have any signifi-
cant role in the effective heat transfer. The extents of such regions
reduce with increasing wall waviness at constant Rayleigh number
and aspect ratio. A gradual change in the wall waviness, starting
from the maximum value at the phase-minus mode ��=−0.25� to
the maximum value at the phase-plus mode ��=0.25� show an
increasing circulation strength, which is verified by reported in-
creasing average kinetic energy for some selected cases. Thermal

Fig. 15 Contours of Nsav „dotted lines… and Beav „solid lines…
at „a… Ra=50 and „b… Ra=500
spots with highly concentrated isothermal lines are a characteris-
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ics feature at moderate and high Rayleigh numbers. As flow
trengthens, these thermal spots elongated along the isothermal
alls and heat transfer rates are high at these spots. The intensity
f thermal spot �and also the local heat transfer rate�, near the
orizontal centerline, is high at the phase-minus mode and low at
he phase-plus mode. A spline interpolation technique is applied to
alculate the maximum average Nusselt number as a functions of
ayleigh number, aspect ratio, and wall waviness. The current

tudy shows that both wall waviness and aspect ratio correspond
o the maximum value of the average Nusselt-number decrease
ith increasing Rayleigh number. However, the combination of
all waviness and aspect ratio that exhibits the maximum average
usselt number does not ensure minimum irreversibility.

omenclature
a � amplitude of the wavy wall, m

AR � aspect ratio of the cavity, =H /W
A � cross-sectional area of the cavity, m2

Be � Bejan number, =GHTI/ �GHTI+GFFI�
Beav � average Bejan number, =∀−1���Bed∀

Cp � specific heat at constant pressure, J kg−1 K−1

Ec � Eckert number, =u0
2Cp /�T

g � gravitational acceleration, m s−2

GFFI � global fluid friction irreversibility,
=∀−1���NsFd∀

H � convective heat transfer coefficient, W m−2 K−1

H � height of the cavity, m
GHTI � global heat transfer irreversibility,

=∀−1���NsTd∀
k � thermal conductivity of the fluid, W m−1 K−1

K � permeability of the porous media, m2

Ns � entropy generation number, =Sgen� /S0�
Nsav � average entropy generation number, =GHTI

+GFFI
NsF � local fluid friction irreversibility
NsT � local heat transfer irreversibility
Nu � Nusselt number, =hL /k
Pr � Prandtl number, =�Cp /k
Ra � Darcy-modified Rayleigh number

Rep � Pore Reynolds number, =�v ��K /�
S0� � characteristic transfer rate, W m−3 K−1

Sgen� � local entropy generation rate, W m−3 K−1

t � time, s
T � temperature of the fluid, °C
u � velocity component at x direction, m s−1

U � dimensionless velocity component at x
direction

v � velocity component at y direction, m s−1

V � dimensionless velocity component at y
direction

u0 � reference velocity
W � average width of the cavity, m
x � distance along the x coordinate, m
X � distance along the dimensionless x coordinate
y � distance along the y coordinate, m
Y � distance along the dimensionless y coordinate

reek Symbols
	 � thermal diffusivity of the fluid, m2 s−1

� � volumetric coefficient of thermal expansion,
K−1

� � boundary layer thickness, m
� � dynamic viscosity of the fluid, Pa s
� � dimensionless waviness, =a /W
� � kinematic viscosity of the fluid, m2 s−1

� � density of the fluid, kg m−3
� � porosity of the porous media
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� � stream function, m2 s−1

� � dimensionless stream function, =� /	
� � an empirical constant

 � dimensionless temperature
� � dimensionless time

 � dimensionless temperature difference, =�T /T0
∀ � volume of the cavity, m3

�T � temperature difference, °C

Subscripts and Superscripts
av � average value
C � value at the cold wall
H � value at the hot wall
m � mean value
0 � reference value
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Thermal Control Utilizing an
Electrohydrodynamic Conduction
Pump in a Two-Phase Loop With
High Heat Flux Source
The electric field applied in dielectric fluids causes an imbalance in the dissociation-
recombination reaction generating free space charges. The generated charges are redis-
tributed by the applied electric field, resulting in the heterocharge layers in the vicinity of
the electrodes. Proper design of the electrodes generates net axial flow motion pumping
the fluid. The electrohydrodynamic (EHD) conduction pump is a new device that pumps
dielectric fluids utilizing heterocharge layers formed by imposition of electrostatic fields.
This paper experimentally evaluates the performance of a two-phase (liquid-vapor)
breadboard thermal control loop consisting of an EHD conduction pump, condenser,
preheater, evaporator, transport lines, and reservoir (accumulator). This study is per-
formed to address the feasibility of the EHD two-phase loop for thermal control of a laser
equipment with high heat flux source. The generated pressure head and the maximum
applicable heat flux are experimentally determined at various applied voltages and sink
temperatures. Recovery from the evaporator dryout condition by increasing the applied
voltage to the pump is also demonstrated. The performance of the EHD conduction pump
in this study confirms that the EHD conduction pump can be used as a stand-alone
system for high heat flux thermal control. �DOI: 10.1115/1.2759971�

Keywords: electrohydrodynamic, conduction pump, thermal control, high heat flux,
two-phase
ntroduction
Capillary pumping devices, such as heat pipes, capillary

umped loops �CPLs�, and loop heat pipes �LHPs�, have been
sed for thermal control for many years. They are two-phase heat
ransfer devices that transfer heat with little temperature differ-
nce. The capillary force developed by wick structure circulates
he fluid. Therefore, the capillary pumping capacity is a primary
imitation governing the operation of these devices. Heat pipes, in
articular, have very limited pumping capability. CPLs and LHPs
ave relatively high pumping capability; however, they have other
ifficulties, such as unwarranted immediate start-up and recovery
rom dryout. These devices generally require a 30 W to 50 W
tarter heater to enhance the chances of start-up success �1�. Nu-
erous pumping mechanisms have been proposed as alternative

umping mechanism to assist/replace the capillary pumping. Elec-
rohydrodynamic �EHD� pumping is a promising candidate, espe-
ially in the space environment where the engineering advantages,
uch as simple design, nonmechanical, low acoustic noise, light-
eight, rapid control of performance, and low power consump-

ion, are most important. Furthermore, EHD pumps provide im-
ediate start-up operation, prompt recovery from evaporator

ryout, and feasibility of microscale application. Jones �2� pro-
osed a heat pipe of radical design, which utilizes polarization
HD force effects. The basic concept was to replace the capillary
ick of a conventional heat pipe with an electrode structure,
hich provides a net liquid pumping force to ensure the heat pipe
peration, irrespective of orientation with respect to gravity. He
oncluded the EHD heat pipe has several advantages, such as

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 6, 2006; final manuscript re-
eived February 5, 2007. Review conducted by Ramendra P. Roy. Paper presented at
he 2004 ASME International Mechanical Engineering Congress �IMECE2004�, No-

ember 13–19, 2004, Anaheim, CA.
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built-in EHD heat transfer enhancement in boiling and condensa-
tion by a nonuniform electric field, reliable priming and startup,
bubble ejection from axial flow structure, low liquid friction factor
in comparison to that of a capillary wick, and direct voltage con-
trol of the pumping mechanism. Sato et al. �3� experimentally
investigated an EHD heat pipe composed of vapor and liquid
space without wick structure. The EHD pump consisted of a ring
electrode and a square-shaped electrode and was used to return the
condensed liquid from the condenser to the evaporator. They
found that the velocity of the condensed liquid of the EHD-
pumped flow increases in proportion to the applied voltage. They
concluded that the EHD-pumped flow was generated by a dielec-
trophoretic force composed of Maxwell stress and the electrostric-
tion force. Bryan and Seyed-Yagoobi �4� and Jeong and Seyed-
Yagoobi �5� experimentally investigated the enhancement of the
heat transport capacity of a monogroove heat pipe with EHD
pumping. They installed an EHD pump on the liquid channel in
the adiabatic section of the heat pipe. They achieved over 100%
enhancement in the heat transport capacity and demonstrated im-
mediate recovery from the evaporator dryout with the EHD pump
operation using R-123 as a working fluid. In addition, Jeong and
Seyed-Yagoobi �5� further clarified the EHD pumping mechanism
and improved the heat transport capacity with an electrode design
enhanced based on the pumping mechanism. Mo et al. �6� per-
formed an experimental study to characterize the start-up process
for an EHD-assisted capillary pumped loop �CPL� system. An
EHD-assisted evaporator with 1500 W of the maximum allowable
heat transport capacity was used with a spring-type electrode in-
serted into the liquid channel of the evaporator. Their experimen-
tal data showed that the EHD can reduce the start-up time by as
much as 50% at an applied voltage of 10 kV and a power level of
10 W with R-134a as the working fluid. The start-up time reduc-
tion for 20 W and 50 W power levels were 30% and 20%, respec-

tively.
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The EHD phenomena involve the interaction of electric fields
nd flow fields in a dielectric fluid medium. This interaction be-
ween electric fields and flow fields can induce flow motion by

lectric body force. The electric body force density f�e acting on
he molecules can be expressed as follows �7�:

f�e = cE� −
1

2
E� 2 � � +

1

2
� �E� 2� ��

��
�

T

�� �1�

here c is the charge density, E� is the electric field, � is the fluid
ermittivity, � is the fluid density, and T is the fluid temperature.
he first term represents the Coulomb force, which is the force
cting on the free charges in an electric field. The second and third
erms represent the polarization force acting on polarized charges.
he second term, the so-called dielectrophoretic force, is associ-
ted to the electric permittivity gradient. It arises when the applied
lectric field induces a dipole due to the presence of polarizable
articles or multiple phases exist in the working fluid. If the per-
ittivity of the particle is higher than the surrounding medium,

hen the EHD force acts in the way that the particle moves to the
igh field strength region. In the converse case, the EHD force
cts toward the lower electric field strength region. The third term,
he electrostriction term, is relevant only for compressible fluids.
hus, EHD pumps require either free space charges or gradient in
ermittivity within the fluid. For the case of an isothermal and
ingle-phase liquid, �� vanishes, resulting in Coulomb force as
he only force for generating a permanent EHD motion.

There are two main mechanisms for generating a space charge
n an isothermal liquid. The first one is associated with the ion
njection at a metal/liquid interface and the related pumping is
eferred to as ion-drag pumping. However, the ion-drag pumping
s not desirable as the injection of ions into the working fluid can
eteriorate the fluid’s electrical properties. Also, ion injection re-
uires relatively higher electric fields that can result in a hazard-
us operating condition. The second mechanism for generating a
pace charge in an isothermal liquid is associated with the process
f dissociation of the neutral electrolytic species and recombina-
ion of the generated ions �8�. Under the low electric field regime,
issociation and recombination are in dynamic equilibrium,

A+B− ↔ A+ + B− �2�

When an electric field exceeding a certain value �	1 kV/cm,
epending on the liquid characteristics� is applied, the rate of
issociation exceeds that of the recombination, thus generating a
onequilibrium layer where the dissociation-recombination reac-
ions are not in equilibrium �8�. The charges generated by disso-
iation are redistributed in the region by the applied electric field,
esulting in the heterocharge layers around the electrodes. Hetero-
harge means that the charge has the opposite polarity from that of
he adjacent electrode. The thickness of the heterocharge layer is
roportional to the corresponding relaxation time �defined as the
atio of electrical permittivity and conductivity, and represents the
ime during which a charged particle maintains its charge in a

edium� of the working fluid � and the strength of the local
lectric field. The attraction between the electrode and the charges
ithin the heterocharge layer induces a fluid motion near the elec-

rode from the liquid side to the electrode side. This type of pump-
ng is referred to as conduction pumping. Considering an elec-
rode configuration as shown in Fig. 1, strong electric fields build
p the heterocharge layers around the electrodes. With this elec-
rode configuration, the net axial motion around the ring ground
lectrode is almost canceled due to geometric symmetry. Thus, the
otion around the high voltage electrode primarily contributes to

he net axial flow. Since the electric field is high near the high-
oltage electrode, the thickness of the corresponding heterocharge
ayer and the pressure across it will be high as well. Therefore, the
ow direction will be from the ground electrode to the high-
oltage electrode. The current versus voltage behavior in this re-

ime is subohmic showing only a slightly increased current with

ournal of Heat Transfer
increased voltage. The details of the EHD conduction pumping
mechanism can be found in Atten and Seyed-Yagoobi �9�, Jeong
et al. �10�, and Jeong and Seyed-Yagoobi �11–13�.

This paper investigates the performance of an EHD conduction
pump to evaluate its feasibility for thermal control in a two-phase
loop with high heat flux source. Specifically, an EHD conduction
pump, consisting of six electrode pairs, was built and installed in
the two-phase loop with condenser and evaporator �EV�. The test
matrix varies the applied voltage of the EHD pump, the sink tem-
perature, and the heat load on the evaporator. Pressure head gen-
erated with this EHD pump, current, mass flow rate, and pressure
drop across the EV are measured varying the applied voltage, the
heat load, and the sink temperature. The critical heat flux is deter-
mined at 5 kV, 10 kV, and 15 kV, and the recovery from dryout
condition is demonstrated. The influence of the fluid temperature
and the pressure oscillation due to boiling process in the EV on
EHD pump performance is also investigated. The working fluid
used is degassed R-134a.

Experimental Apparatus

EHD Conduction Pump. The EHD conduction pump consists
of six electrode pairs. The high-voltage electrodes are fabricated
from one large-radius tube and six small-radius tubes whereas the
ground electrodes are made as rings, installed against the pump
inner wall. The high voltage and ground electrodes are made of
stainless steel. Figure 2 presents a picture and cross section of the
high-voltage electrode of the EHD conduction pump, and Fig. 3
shows the assembled EHD conduction pump. The edges of high-
voltage electrode are coated with gold to remove/reduce any sharp
edges. In EHD conduction pump, the electrode with less sharp
points or edges is required to reduce the concurrent effects of ion
injection, which act against the conduction pumping. The opening
area of the high-voltage electrode is 58.3% of the pumping sec-
tion, and 41.7% of the pumping section is the projected area of the
high-voltage electrode. In the EHD conduction pumping, the elec-
trode that has higher available projected area �perpendicular to
axial direction� for heterocharges formation induces stronger net
flow motion from the ground electrode toward the high-voltage

Fig. 1 Illustration of EHD conduction pumping mechanism

Fig. 2 Picture and cross section of the high-voltage electrode

of the EHD conduction pump

NOVEMBER 2007, Vol. 129 / 1577
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lectrode. However, at the same time, adequate percentage of the
pening area and small pressure drop across the electrode should
e secured in order to provide the required mass flow rate.

Two-Phase Loop. Figure 4 illustrates the experimental setup of
he two-phase loop with the EHD conduction pump. The loop
onsists of the EHD conduction pump, condenser, preheater,
vaporator �EV�, reservoir, and transport lines. The total length of
he loop is 	10 m. The inner diameter of the transport lines is
.1 mm. The EHD conduction pump is installed on the liquid
assage after the condenser. The EHD pump is connected to a
igh-voltage low-current DC power supply �EH Series from
lassman High Voltage, Inc�. Positive polarity DC voltage is ap-
lied to the high-voltage electrode. The preheater and EV are
nstalled after the EHD pump section. The EV is incorporated in
he loop to simulate the high heat flux source in a laser applica-
ion. The reservoir is located between the condenser and the EHD
ump. The reservoir temperature controlled by a strip heater de-
ermines the saturation condition of the loop. The reservoir tem-
erature was set to 28°C for the entire test. To minimize the heat
oss to surroundings, the entire experimental apparatus is wrapped
ith insulation materials. Heat loads are supplied to the EV

hrough the cartridge heaters inserted into the copper block sur-
ounding 3.18 mm copper tubing with 1.75 mm i.d. The total heat

Fig. 3 Assembled EHD conduction pump „two pairs shown…
Fig. 4 Experimental setup of the test l

578 / Vol. 129, NOVEMBER 2007
load capacity of the EV is 700 W �two 300 W heaters and two
50 W heaters�. Two multimeters are used to measure the voltage
and current of the power supply for the heaters. T-type thermo-
couples �TC� located on the pipe surface inside the copper block
�three for upper and three for lower surface� as shown in Fig. 5
measured the temperatures along the evaporator surface. These
thermocouples are positioned at 19.05 mm intervals. The heat is
removed at the condenser, which is connected to a recirculating
chiller from FTS Systems. The temperature of the condenser is
measured by T-type thermocouples located along the condenser
length. The temperature at the inlet and outlet of the condenser is
also measured by thermocouples. The mass flow rate of the recir-
culating refrigerant through the loop is measured using a flowme-
ter �Model: DS006S, Micro Motion, Inc.�, installed before the
preheater section. The absolute pressure is measured at a location
between the condenser and the reservoir with a pressure trans-
ducer �Model: PX811, Omega�. The differential pressures through
the EHD conduction pump and the EV are also measured using
the differential pressure transducer �Model: 420 DP, Sensotec�.
The differential pressure transducer through the EV is dedicated to
the measurement of the boiling effect on the pressure drop.

Fig. 5 Evaporator „EV…
oop with the EHD conduction pump

Transactions of the ASME



E

P
a
o
d
l
a
t
r
±
−

a
m
h
m
h
l
5
p
t
i
t

R

a
e
p
r
g
d
t
m
1
F
a
T
	
s

r
t
e
b
fl

t
t
v
g
w

B

P

J

rror Analysis
The uncertainty analysis was performed according to the ASME

olicy on Reporting Uncertainties in Experimental Measurements
nd Results �14,15�. Table 1 shows the bias and precision limits
btained from the instrumental data, calibration, and measurement
ata. A high-voltage power supply provides 2.0% and 1.5% abso-
ute accuracy in voltage and current monitoring, respectively. The
ccuracy of the multimeter used for the measurement of evapora-
or heat load is 2.0% and 2.5% for the AC voltage and AC current,
espectively. The AP transducer provides ±0.1% of accuracy with
1.5% total error of temperature effects for the range of
20–80°C.
Power consumption of the EHD pump is calculated from the

pplied voltage and current of the high-voltage power supply. The
aximum uncertainty in power consumption is 3.8%. The total

eat load of the EV is calculated from the voltage and current
easured using the multimeter, and heat flux is calculated using

eat load and internal surface area of EV. The uncertainty in heat
oad and heat flux is 4.4% and 15.7%, respectively. In the range of
–15 kV of high-voltage supply, the uncertainty for differential
ressure and mass flow rate is 1.2–12.0% and 2.9–3.5%, respec-
ively. The uncertainty for differential pressure and mass flow rate
s higher at lower applied voltage and higher sink temperature due
o its smaller measurement values at that condition.

esults and Discussions
Figures 6�a� and 6�b� present the generated pressure and current

s the applied voltage varies at ambient temperature without op-
rating the heater and condenser. This test established the basic
erformance of the EHD pump in a single phase. TC1 and TC2
epresent the EHD pump inlet and outlet temperature values. The
enerated pressure is approximately constant albeit the current
ecreases with time at a given applied voltage. This implies that
he electric power consumption decreases with time. The maxi-

um pressure head achieved with six pairs is 	9700 Pa at
6.0 kV; the maximum electric power consumption was 3.33 W.
igures 6�a� and 6�b� further show that the temperature difference
cross the EHD pump increases as the applied voltage increases.
he maximum temperature difference across the EHD pump is
1°C at 16 kV. The temperature increase across the EHD pump

eems to be a result of Joule heating �J�, where J=�E� 2 and �

epresents the electric conductivity of the working fluid, and E� is
he electric field. The resulting Joule heating from the applied
lectric field is usually negligible relative to the transported heat
y EHD pumping since the electric conductivity of the working
uid is very low.
To investigate the long-term performance of the EHD pump,

he generated pressure was measured over 46 h. Figure 7 presents
he generated pressure and the pump inlet and outlet temperature
alues as a function of time at 10 kV of applied voltage. The
enerated pressure was maintained at a level in daily mean value

Table 1 Bias limits and precision limits

ias limit
Temperature measurement: ±0.5 K
Voltage of high-voltage supply: 2.0%
Current of high-voltage supply: 1.5%
Voltage of EV heater: 2.0%
Current of EV heater: 2.5%
Differential pressure: 0.5%
Mass flow rate: 1.8%
EV inner diameter: �15.0%

recision limit �high-voltage supply between 5 kV and 15 kV�

Differential pressure: 1.1–12.0%
Mass flow rate: 0.7–2.2%
ithin 300 Pa over a period of 24 h. The generated pressure os-

ournal of Heat Transfer
cillation depends on the pump inlet and outlet temperature varia-
tions, which, in this case, resulted from ambient temperature
variations. In order to investigate the temperature influence on the
EHD conduction pump performance, the chiller temperature set
point was varied from 20°C to −20°C at a given voltage. Figure
8 shows the variation of the generated pressure and the EHD
pump inlet and outlet temperature as the chiller temperature set
point changes at 10 kV of applied voltage. The generated pressure
increases as the temperature of the working fluid decreases. Figure
9 presents the generated pressure at 10 kV and 15 kV and the

Fig. 6 „a… Generated pressure and „b… current, as the applied
voltage varies „2/4/6/8/10/12/14/16/8/4 kV… at ambient
temperature

Fig. 7 Generated pressure and inlet and outlet temperature of

the EHD pump at 10 kV of the applied voltage

NOVEMBER 2007, Vol. 129 / 1579
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elaxation time of R134a as a function of the average temperature
ithin the EHD pump. Note that the generated pressure is closely

ssociated with the relaxation time, which is function of the tem-
erature. In the conduction pumping mechanism, the generated
ressure increase with temperature decrease can be explained in
erms of relaxation time. The increased relaxation time at lower
emperature induces thicker heterocharge layers, creating more
ressure head across the EHD pump. Considering the electric con-
uctivity in Ohmic region, the relaxation time is 2.38 ms and
.04 ms at 20°C and −5°C, respectively. The electric permittivity
nd conductivity of R134a, which are used for the relaxation time
alculation, is 93.5 pF/m, 3.93�10−8 S/m at 20°C and
12.54 pF/m, 2.79�10−8 S/m at −5°C, respectively, and these
alues were obtained from Bryan �16�.

Figure 10 presents the pressure generation and mass flow rate
s a function of the applied voltage for the sink temperatures of
0°C, 0°C, and −20°C. The pressure generation and mass flow
ate at 15 kV of the applied voltage are 	9570 Pa, 11170 Pa,
3160 Pa, and 1.92 g/s, 2.10 g/s, 2.31 g/s at 20°C, 0°C, −20°C
f sink temperature, respectively. As presented in Fig. 10, the
ressure generation has quadratic dependence on the applied volt-
ge, whereas the mass flow rate has linear dependence on the
pplied voltage. This implies that the total pressure loss is propor-
ional to the second power of the velocity.

We examined the loop heat transport capabilities for given op-
rating conditions. These tests varied applied voltage on the EHD
ump at a given sink temperature value. For each sink tempera-
ure value, a constant high voltage was applied on the EHD pump
nd the heat load to EV varied in 5 W or 10 W increments until

ig. 8 Generated pressure and inlet and outlet temperature of
he EHD pump at 10 kV of the applied voltage as the sink tem-
erature varies „20/10/0/−10/−20/−10°C…

ig. 9 Generated pressure and relaxation time as a function of

emperature

580 / Vol. 129, NOVEMBER 2007
dryout occurred. Figure 11 presents the timeline of the generated
pressure of the EHD pump, the pressure drop across the EV, the
temperature at the upper end section of EV �TC21�, and the heat
load on the EV at 10 kV of the applied voltage on the EHD pump
and 0°C sink temperature. Subcooled flow, which has subcooling
level from 7.4°C to 14.3°C depending on the heat load, enters to
the EV and the overall EV is in the subcooled region for �30 W
of heat load. The saturation temperature is controlled by a reser-
voir temperature set point and obtained more exactly from abso-
lute pressure measured in the loop. The saturation temperature is
29.7°C for this experiment. The temperature at the upper end
section of EV �TC21� increased to 30°C after applying 10 W of
heat load; however, the boiling did not occur at this point even
though the surface temperature surpassed the saturation tempera-
ture, 29.7°C. The subcooled boiling occurred at a heat load of
15 W when the upper end section temperature value �TC21�
reached 35.3°C, and the temperature dropped rapidly due to the
enhanced heat transfer by the boiling process. Therefore, the wall
superheat required for the onset of boiling is 	5.6°C for this
condition, noting that the wall superheat required for the onset of
boiling depends on surface and fluid properties. The generated
pressure of the EHD pump decreases with time due to temperature
increase in the EHD pump section caused by increasing the heat
load. Dryout occurred at 95 W of heat load from the end section
of the EV moving to the front section with time. The correspond-
ing pressure drop across the EV and the mass flow rate as a

Fig. 10 Generated pressure and mass flow rate as a function
of the applied voltage

Fig. 11 Timeline of the generated pressure of the EHD pump,
pressure drop across the EV, heat load on the EV, the applied
voltage on the EHD pump, and the EV upper end section tem-

perature „TC21… at 0°C sink temperature

Transactions of the ASME
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unction of heat load are presented in Fig. 12. The pressure drop
cross the EV increased and reached a maximum of 	3260 Pa at
5 W as the heat load increased; however, it decreased beyond
5 W of heat load and reached 	2890 Pa at 95 W. On the other
and, the mass flow rate decreased and reached a minimum of
0.46 g/s at 85 W as the heat load increased, and then increased

o 0.49 g/s during the dryout point �i.e., 95 W of heat load�. This
nconsistency implies that pressure drop in the transport line after
he EV is higher at 75 W and 85 W than that of 65 W due to the
ncreased acceleration pressure loss in the transport line. The pres-
ure drop decreased and the mass flow rate increased during the
ryout, implying that the vapor-phase pressure drop is lower than
he two-phase pressure drop. The above-mentioned trends of the
ressure drop with heat load �i.e., the pressure drop increases with
eat load until a certain point and decreases beyond that point�
ere observed in all tests with boiling phenomena in the EV. This

mplies that the two-phase pressure drop increases with void frac-
ion increase until a certain value but reduces beyond that point.
he data confirm that the two-phase pressure drop during boiling

s a function of the flow regime. The oscillation of the pressure
rop at the EV, caused by an unstable boiling process, also varies
s the boiling process develops. It usually increases as the heat
oad increases until a certain point and was more significant with
ow flow rate. Table 2 shows the length of the subcooled region,
sat, the local vapor quality at thermocouple locations in the EV

or each heat load.
Figure 13 presents the corresponding heat transfer coefficient

istributions along the EV as a function of heat load prior to

ig. 12 Pressure drop across EV and mass flow rate as a func-
ion of heat load

able 2 Length of the subcooled region and vapor quality at
hermocouple locations in the EV for each heat load

Heat load
�W�

Xsat
a

�mm�

Quality �x�b

at X=19.05 mm at X=38.1 mm at X=57.15 mm

30 53.51 0.000 0.000 0.006
35 35.82 0.000 0.005 0.047
40 25.23 0.000 0.037 0.092
45 17.44 0.006 0.077 0.149
50 13.21 0.027 0.116 0.204
55 10.25 0.049 0.156 0.263
60 8.47 0.069 0.193 0.318
65 7.05 0.090 0.232 0.375
75 5.36 0.130 0.311 0.493
85 4.44 0.162 0.373 0.584

Xsat= ṁ Cp�Tsat−Tin� / �q ·�Di�.
x�X�=
Xsat

X q�DidX / ṁhlv, where ṁ is the mass flow rate; Di inner diameter; Cp,
pecific heat at constant pressure; Tsat, saturation temperature; Tin, evaporator inlet

emperature; X, distance along the EV; and hlv, latent heat of vaporization

ournal of Heat Transfer
dryout. The heat transfer coefficient h is calculated as h
=q / �Tw–Tsat� where q is heat flux and Tw, Tsat is wall temperature
and saturation temperature, respectively. Figure 14 presents flow
pattern map based on Wojtan–Ursenbacher–Thome model �17� at
q=202864.0 W/m2, G=193.1 kg/m2s, which corresponds to
85 W of heat load condition. This map is calculated according to
the procedure and equations in Wojtan et al. �17�. As the vapor-
ization process proceeds, the flow will encounter specific flow
regime along the EV, depending on applied heat flux and flow
mass velocity. For 85 W of heat load condition, the flow will
encounter slug �S�, intermittent �I�, annular �A�, dryout �D�, and
mist �M� flow regime as quality increases. Heat transfer coeffi-
cient increases with heat load until the onset of dryout peaking at
annular flow regime. The heat transfer coefficient at the end sec-
tion region �h21, h22� peaks at 75 W and drops at 85 W implying
that dryout starts at 85 W in the region. This is in accord with the
flow-pattern map presented in Fig. 14. The quality value at the
location for 85 W of heat load is 0.584, and the flow is dryout
flow regime. On the other hand, the heat transfer coefficient at the
midsection region �h19, h20� peaks at 85 W, and the flow is in-
termittent flow regime in the flow-pattern map. The intermittent
flow regime includes unsteady flow patterns, such as plug and
slug flows. Therefore, the transition from intermittent to annular
and then to dryout flow regime occurs in the region between TC19
and TC21. Transition to the dryout flow regime is usually first

Fig. 13 Heat transfer coefficient along EV as a function of heat
load

Fig. 14 Flow pattern map at 85 W of heat load „q
2 2
=202864.0 W/m ,G=193.1 kg/m s…
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bserved along the upper portion of the tube wall because of the
endency of gravity to thin the liquid film on the upper tube wall.
rior to the onset of partial dryout, heat transfer across the liquid
lm in annular flow regime becomes more efficient as the film
ecomes progressively thinner �18�. This is confirmed from that
he heat transfer coefficient on the upper midsection �h19� is
igher than the heat transfer coefficient on the lower midsection
h20�.

Figure 15 presents the maximum heat flux and power consump-
ion of the EHD pump as a function of the applied voltage at
0°C, 0°C, and −20°C of sink temperature, respectively. The
ower consumption in Fig. 15 corresponds to the value in 	8 h of
peration. The power consumption decreases with time since the
urrent usually shows the maximum value at initial operation and
ecreases with time approaching to a nearly constant value after
ong operation. The maximum heat flux increases as the sink tem-
erature decreases. The maximum heat flux values at 15 kV for
0°C, 0°C, and −20°C correspond to 130 W, 140 W, 150 W of
he EV heat load, respectively. Therefore, the maximum heat load
or the test matrix �sink between −20°C and 20°C, applied volt-
ge between 0 and 15 kV� was 150 W, providing 	1500 W m of
eat transport capacity. The maximum power consumption per-
entage over the heat load transported is 1.56%, 2.07%, and
.89% at 15 kV for 20°C, 0°C, and −20°C of sink temperature,
espectively. Note that the pump pressure generation and the heat
ransport capacity could be increased simply by increasing the
umber of the electrode pairs at the same applied voltage. The
rend of pressure generation increase with the number of electrode
airs increase can be found in �11�. The superheat required for the
oiling onset was in the range between 2.6°C and 10.1°C. It did
ot show any specific dependency on parameters, such as mass
ow rate, heat loads, sink temperature, and EV inlet temperature.
Temperature control and recovery from dryout are important

perating parameters. The test procedure to demonstrate the EV
ryout recovery by EHD pump operation is as follows. Initially,
he chiller was turned on with a set-point temperature between
20°C and 20°C, and 5 kV was applied to the EHD pump. Once

he chiller reached the steady state, the electric power to heaters
as turned on. The power to heaters was maintained constant until

he loop parameters, such as the temperatures at EV, pressure
eneration through the EHD pump, and mass flow rate, reached
teady state and stepped up by 20 W to a higher level. The in-

ig. 15 Critical heat flux and power consumption of the EHD
ump as a function of the applied voltage at −20°C, 0°C, and
0°C of sink temperature
rease of the heat load to the EV continued until dryout occurred

582 / Vol. 129, NOVEMBER 2007
in the EV or the temperature reached the predetermined maximum
temperature limit, 60°C. The applied voltage on the EHD pump
was then stepped up by 5 kV after the dryout proceeded for a
period of time. Once the dryout was recovered and the tempera-
ture of the EV reached a steady state, the heater power was again
increased to a higher level. The increase in heat load to the EV
continued until the dryout of the evaporator started again. Figure
16 presents the timeline of the measured pressure generation
across EHD conduction pump and the pressure drop across the EV
and the EV upper end section temperature �TC21� in the loop
when the heat load on EV was varied from 20 W to 100 W by
20 W at 0°C chiller set temperature. Usually, the EV upper end
section is the first region dryout occurs, therefore, TC21 was cho-
sen to investigate the dryout recovery. The negative sign in differ-
ential pressure indicates the pressure drop through the EV, and the
positive sign indicates the pressure generation by the EHD pump.
There was 5.14 W of heat load applied to preheater before apply-
ing the heat load on the EV. The voltage on the EHD pump was
initially applied with 5 kV and increased by 5 kV when dryout
occurred. When 25.14 W of heater load including preheater load
was applied, boiling initiated and pressure drop across the heater
increased approximately from 168 Pa to 819 Pa. TC21 peaked at
36.5°C before boiling started and dropped to 31.7°C because of
the enhanced heat transfer by the boiling. Dryout occurred and
TC21 reached 60°C at 45.14 W of heater load but dropped rap-
idly to 35°C when the applied voltage on the EHD pump in-
creased to 10 kV. At 10 kV, the EV load increased by 20–100 W
and dryout occurred again and TC21 started to increase to the
limit, 60°C, at 100 W of the EV load. TC21 dropped rapidly to
41°C by increasing the applied voltage to 15 kV. The pressure
drop across the heater increased approximately from 2550 Pa to
6470 Pa, mainly because of the increased mass flow rate at 15 kV
of the applied voltage. The same test procedure at −10°C of
chiller set temperature is presented on Fig. 17. The boiling oc-
curred at 25.14 W of total heat load when TC21 reached to
40.6°C. Similarly, the dryout occurred at 45.14 W and 105.14 W
of the total heat load for 5 kV and 10 kV of the applied voltage,
respectively. TC21 increased rapidly during dryout at 5 kV and
10 kV but dropped promptly when the applied voltage increased
to 10 kV and 15 kV, respectively, recovering from dryout condi-
tion. The results in Figs. 16 and 17 demonstrate that the EV dry-
out could be easily recoverd by increasing the potential of the
EHD pump.

It was observed that the pressure drop oscillation across the EV
exists during boiling process and the magnitude of the oscillation

Fig. 16 Timeline of the generated pressure of the EHD pump,
pressure drop across the EV, the applied voltage on the EHD
pump, and the EV upper end section temperature at 0°C sink
temperature
varied as the boiling process developed and presented even higher
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han 2000 Pa in magnitude. However, the EHD pump operated
onsistently without a significant perturbation or performance de-
erioration. This seems to be because the oscillation is damped out
hrough the long transport lines and the condenser capacity is
nough so the EHD pump always operates in single liquid phase.

onclusion
An electrohydrodynamic �EHD� conduction pump that utilizes

he heterocharge layers in the vicinity of the electrodes was built
nd installed in the liquid passage of a two-phase loop to investi-
ate the heat transport capacity �maximum heat flux� the EHD
ump can sustain and confirm the satisfactory operation of the
HD pump in the two-phase loop. The EHD conduction pump
rovided robust operation even when the loop has two-phase fluid
nd a significant pressure oscillation by boiling occurred in the
vaporator �EV� section. Furthermore, the EHD conduction pump
rovided immediate recovery from dryout condition by simply
ncreasing the applied voltage. The EHD conduction pump oper-
ted at 15 kV presented pressure head on the order of 13,000 Pa
ith �2.83 W of electric power at −20°C of sink temperature,
roviding thermal control capacity for 35.8 W/cm2 of heat flux
nd 1500 W m of heat transport with R134a as the working fluid.
ote that the thermal control capacity can be increased by enhanc-

ng the evaporator surface and/or simply increasing the number of
he electrode pairs. It was also confirmed that the performance of
he EHD conduction pump depends on the operating temperature
ith higher pressure generation at lower temperature of working
uid, and this phenomenon was clearly explained with the EHD
onduction pumping mechanism. Most importantly, the perfor-
ance of the EHD conduction pump in this study confirms that

he EHD conduction pump can be used as stand-alone system for
igh heat flux thermal control.
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omenclature
c 	 net electric charge density, C/m3

Cp 	 specific heat at constant pressure, J / �kg K�
Di 	 inner diameter of evaporator, m

E� 	 electric field, V/m

ig. 17 Timeline of the generated pressure of the EHD pump,
ressure drop across the EV, the applied voltage on the EHD
ump, and the EV upper end section temperature at −10°C sink
emperature
ournal of Heat Transfer
f�e 	 electric body force density, N/m3

G 	 mass velocity, kg/ �m2 s�
h 	 heat transfer coefficient, W/ �m2 K�

hlv 	 latent heat of vaporization, J/kg
J 	 Joule heating �=�E2�, W/m3

ṁ 	 mass flow rate, kg/s
q 	 heat flux, W/m2

T 	 temperature, K
Tin 	 evaporator inlet temperature, K
Tsat 	 saturation temperature, K
Tw 	 wall temperature, K
V 	 voltage, V
X 	 distance along evaporator, m

Xsat 	 length of subcooled region in evaporator, m
x 	 quality

Greek Symbols
� 	 electric permittivity, F/m
� 	 fluid density, kg/m3

� 	 electric conductivity, S/m
� 	 charge relaxation time �=� /��, s

References
�1� Butler, C., Ku, J., and Swanson, T., 2002, “Loop Heat Pipes and Capillary

Pumped Loops—An Applications Perspective,” Space Technology and Appli-
cations International Forum �STAIF�, Albuquerque, Feb. 3–7.

�2� Jones, T. B., 1974, “An Electrohydrodynamic Heat Pipe,” Mech. Eng. �Am.
Soc. Mech. Eng.�, 96, pp. 27–32.

�3� Sato, M., Nishida, S., and Noto, F., 1992, “Study on Electrohydrodynamical
Heat Pipe,” ASME JSES KSES International Solar Engineering Conference,
Part 1 of 2, Maui, Hawaii, April 5–9, pp. 155–160.

�4� Bryan, J. E., and Seyed-Yagoobi, J., 1997, “Heat Transport Enhancement of
Monogroove Heat Pipe With Electrohydrodynamic Pumping,” J. Thermophys.
Heat Transfer, 11�3�, pp. 454–460.

�5� Jeong, S. I., and Seyed-Yagoobi, J., 2002, “Performance Enhancement of a
Monogroove Heat Pipe With Electrohydrodynamic Conduction Pumping,”
ASME International Mechanical Engineering Congress and Exposition �IM-
ECE�, New Orleans.

�6� Mo, B., Ohadi, M. B., Dessiatoun, M. M., and Cheung, K. H., 1999, “Startup
Time Reduction in an Electrohydrodynamically Enhanced Capillary Pumped
Loop,” J. Thermophys. Heat Transfer, 13�1�, pp. 134–139.

�7� Melcher, J. R., 1981, Continuum Electromechanics, MIT Press, Cambridge,
MA.

�8� Zhakin, A. I., 1998, “Conduction Models in Dielectric Liquids,” Electrohydro-
dynamics, Castellanos, A., ed., Springer, New York, Chap. 6.

�9� Atten, P., and Seyed-Yagoobi, J., 2003, “Electrohydrodynamically Induced Di-
electric Liquid Flow Through Pure Conduction in Point/Plane Geometry,”
IEEE Trans. Dielectr. Electr. Insul., 10�1�, pp. 27–36.

�10� Jeong, S. I., Seyed-Yagoobi, J., and Atten, P., 2003, “Theoretical/Numerical
Study of Electrohydrodynamic Pumping Through Conduction Phenomenon,”
IEEE Trans. Ind. Appl., 39�2�, pp. 355–361.

�11� Jeong, S. I., and Seyed-Yagoobi, J., 2002, “Experimental Study of Electrohy-
drodynamic Pumping Through Conduction Phenomenon,” J. Electrost., 56,
pp. 123–133.

�12� Jeong, S. I., and Seyed-Yagoobi, J., 2004, “Innovative Electrode Designs for
Electrohydrodynamic Conduction Pumping,” IEEE Trans. Ind. Appl., 40�3�,
pp. 900–904.

�13� Jeong, S. I., and Seyed-Yagoobi, J., 2004, “Fluid Circulation in an Enclosure
Generated by Electrohydrodynamic Conduction Phenomenon,” IEEE Trans.
Dielectr. Electr. Insul., 11�5�, pp. 899–910.

�14� Editorial Board of ASME J. Heat Transfer, 1993, “Journal of Heat Transfer
Policy on Reporting Uncertainties in Experimental Measurements and Re-
sults,” ASME J. Heat Transfer, 115, pp. 5–6.

�15� Abernathy, R. B., Benedict, R. P., and Dowdell, R. B., 1985, “ASME Mea-
surement Uncertainties,” ASME J. Fluids Eng., 107, pp. 161–164.

�16� Bryan, J. E., 1998, “Fundamental Study of Electrohydrodynamically Enhanced
Convective and Nucleate Boiling Heat Transfer,” Ph.D. dissertation, Depart-
ment of Mechanical Engineering, Texas A&M University, College Station.

�17� Wojtan, L., Ursenbacher, T., and Thome, J. R., 2005, “Investigation of Flow
Boiling in Horizontal Tubes: Part I—A New Diabatic Two-Phase Flow Pattern
Map,” Int. J. Heat Mass Transfer, 48, pp. 2955–2969.

�18� Carey, V. P., 1992, “Convective Boiling in Tubes and Channels,” Liquid-Vapor
Phase-Change Phenomena: An Introduction to the Thermophysics of Vapor-
ization and Condensation Processes in Heat Transfer Equipment, Taylor &
Francis, Bristol, PA, Chap. 12.
NOVEMBER 2007, Vol. 129 / 1583



1

c
m
i
i
a
a
t
n
t
o
M
f
d
fi
o
e
t
a
t
V
t
f
p
o
t

“
n
d

N

r

1

Balram Suman1

e-mail: suman@cems.umn.edu

Nazish Hoda

Department of Chemical Engineering and
Materials Science,

University of Minnesota,
151 Amundson Hall,

421 Washington Avenue SE,
Minneapolis, MN 55455

On the Transient Analysis
of a V-Shaped Microgrooved
Heat Pipe
In this paper, we present a transient mathematical model for a V-shaped microgrooved
heat pipe considering the temporal variations in the fluid flow, and heat and mass trans-
fer, and utilizing a macroscopic approach. Unlike other heat pipe models, the shear stress
at the liquid-vapor interface and the disjoining pressure have been used in the momentum
balance equation of the model. The sensible heat used by the substrate is also taken into
account using a pseudo-lump capacity model. The coupled nonlinear partial differential
equations governing the transient fluid flow, heat and mass transfer have been solved
numerically. The transient and steady-state profiles for the radius of curvature, liquid and
vapor velocity, liquid pressure, and substrate temperature have been obtained. The math-
ematical model is capable of predicting the time required for the onset of dry out at the
hot end, and for a micro heat pipe to reach steady state. The time required to reach steady
state is independent of heat input, heat pipe inclination, groove angle, and Qss profile.
However, the time required for the onset of dry out at the hot end decreases with increas-
ing heat input, inclination, and groove angle. The model predicted results have been
successfully compared to the results from the literature. The general nature of this model
and the associated study can be useful for many practical applications in the microscale
heat exchange. �DOI: 10.1115/1.2759975�

Keywords: micro heat pipe, transient modeling, capillary phenomenon, interface
Introduction
Electronic devices have increased in computing ability and pro-

essing speed and decreased in size, and thus, the efficient re-
oval of the heat generated in these devices has become increas-

ngly important. Excess heat results in internal stress on the
ndividual components, thus creating reliability problems. Fan-
ssisted heat sinks require electrical power and reduce battery life,
nd standard metallic heat sinks, while capable of dissipating the
hermal load, are too large to be incorporated into the low-profile
otebook packages. Two-phase heat transfer mechanism is found
o be a viable option for such purposes; thus, micro heat pipes
ffer a highly efficient passive, compact heat transfer solution.
icro heat pipes have also been, now, used in the removal of heat

rom the leading edges of stator vanes in turbines, thermal con-
uctivity enhancement in high-temperature spacecraft radiator
ns, and nonsurgical treatment of cancerous tissue through hyper-
r hypothermia �1,2�. Although the use of a micro heat pipe for
nhanced heat transfer are becoming increasingly common, the
ransient operation of a V-shaped micro heat pipe and the associ-
ted capillary pumping capacity has not been investigated in de-
ail. The transient analysis of fluid flow and heat transfer of a
-shaped micro heat pipe is also relevant for the understanding of

he transfer processes and the designing of such systems. There-
ore, in this paper, we discuss a transient analysis of a micro heat
ipe, which will be helpful to understand the micro heat pipe
peration and will also be useful for the start-up and shutdown of
he micro heat pipe.

A micro heat pipe, as proposed by Cotter �3�, is defined to be
so small that the mean curvature of the liquid-vapor interface is
ecessarily comparable in magnitude to the reciprocal of the hy-
raulic radius of the total flow noncircular channel.” In a micro

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 14, 2006; final manuscript

eceived March 5, 2007. Review conducted by Yogesh Jaluria.
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heat pipe, the capillary pressure promotes the flow of the coolant
liquid from the condenser to the evaporator through the corner
regions. The capillary pressure is governed by the pressure jump
at the liquid-vapor interface, which is a function of the radius of
curvature of the liquid meniscus, the surface tension, and the wet-
tability of the coolant liquid and the substrate system �4,5�. In
particular, the sharp corners have been shown to be necessary for
an optimal heat pipe operation �6�. As the literature in this area
has recently been discussed extensively elsewhere �7� and contin-
ues to evolve, we do not provide a detailed review here, but rather
discuss briefly next.

Thus far, the start-up and shutdown of a V-shaped micro heat
pipe have not been investigated. The unsteady-state operation of a
V-shaped microgrooved heat pipe is useful in understanding the
start-up and the shutdown operations, and the obtained results will
also be helpful to understand the capillary phenomenon. There-
fore, the mathematical modeling of the transient operation of a
V-shaped is a way to start with and further, it is important for
design and optimization of heat pipes. The transient behavior of
heat pipes under various operating conditions has been under
study for quite some time �7–18�. However, the transient opera-
tion of a micro heat pipe is rarely discussed. The experimental
analysis of the transient behavior of the micro heat pipe has been
performed by Wu and Peterson �8�, Wu and Peterson �9�, and Wu
et al. �10�. Recently, Suman et al. �18� have presented a semi-
transient model for a triangular micro heat pipe. They have con-
sidered temporal variation only in heat transfer, and steady state in
the mass and momentum transfer processes. They have obtained
the transient variation in the radius of curvature, liquid velocity,
liquid pressure, and substrate temperature due to the temperature
dependency of thermophysical properties of the coolant liquid. In
their model, the amount of heat used to increase the sensible heat
of the substrate was considered negligible compared to the heat
used for the evaporation and the condensation of the coolant liq-
uid. Because of these assumptions, the model �18� fails to capture
the complete transient behavior of the micro heat pipe. For ex-

ample, the model predicts that the transient liquid pressure in-

2007 by ASME Transactions of the ASME
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reases with time, which contradicts our physical understanding.
Details have been explained in the results and discussion sec-
ion�. Additionally, the variations in the radius of curvature, liquid
elocity with time are found to be very small. Therefore, the tran-
ient analysis of the micro heat pipe is the subject of this work.
erein, we have first extended the previous model �18�. The ex-

ended model accounts for the shear stress, at the liquid-vapor
nterface, as well as disjoining pressure in the momentum balance
quation, and the sensible heat in the energy balance equation.
he model does not assume having same liquid and substrate

emperature and also evaluates the vapor velocity. Additionally,
he time to reach the onset of the dry-out has been obtained. These
ere not the subject of the previous study �18�. Thus, it is note-
orthy to mention that this paper is significantly different from

he previous paper published by Suman et al. �18�. The transient
oupled nonlinear equations for the liquid flow, heat and mass
ransfer presented in this work have been solved using a semi-
mplicit scheme. The model developed is capable of handling dif-
erent operating conditions, substrate and coolant liquid combina-
ions, and grooves of different shapes and sizes, which widens the
pplicability of presented model in this work.

Model
In this study, a V-shaped microgrooved heat pipe has been con-

idered. The schematic of a V-shaped heat pipe is shown in Fig. 1.
Hot end” and “cold end” are said to denote the farthest end of the
vaporator and the condenser regions, respectively. The optimal
mount of the coolant liquid is charged in a heat pipe so that at
teady state, the cold end remains completely filled with the cool-
nt liquid, such that the radius of curvature can be calculated from
he groove geometry of a micro heat pipe. In an operating heat
ipe, the liquid is pushed from the cold end to the hot end due to
decrease in the radius of curvature caused by the evaporation

nd the condensation of the coolant liquid. With a decrease in the
adius of curvature, the capillary pressure difference between the
ot and the cold end is generated, which gives the driving force
or fluid flow. It has been shown �19� that the capillary force
rimarily causes the axial liquid flow. A number of micro heat
ipe models �6,8,18,20,21� have neglected the shear stress at the
nterface arguing that the channel area for vapor flow is relatively
arge, and the vapor velocity is generally small at the low heat
uxes used in these studies. On the other hand, Suh et al. �16�
uggested that the effect of the shear stress at the liquid-vapor
nterface can be obtained by appropriately correcting for the wall
hear stress and derived different analytical expressions for the
riction factors for two groove geometries. The general expression
or the shear stress at the liquid-vapor interface has been proposed
n Blangetti and Naushahi �17�, which has been used in this study

ig. 1 A V-groove showing heat pipe dimensions and flow
irections
o account for the shear stress at the liquid-vapor interface.

ournal of Heat Transfer
2.1 Model Equations. The model equations are developed
for all three regions, i.e., evaporative, adiabatic, and condenser,
encompassing a heat pipe. The governing equations are derived
under the following assumptions:

�i� One-dimensional unsteady incompressible flow along the
length of a heat pipe since the flow along the transition
region is small �19�.

�ii� Negligible heat dissipation due to viscosity.
�iii� One-dimensional temperature variation along the length

of a heat pipe.
�iv� Predefined steady-state heat flux distribution �Qss� with

position used by the coolant liquid. The vapor pressure
affects the rate of evaporation and condensation. How-
ever, a general agreement on the formulation of the de-
pendency of heat fluxes on vapor pressure has not been
done. Therefore, in this work, it has been assumed. Such
an assumption has been successfully used in the literature
�18,21�.

�v� Convective heat loss has been neglected since the two-
phase heat transfer is orders of magnitude higher than the
natural convection.

�vi� Constant pressure in vapor region. The constant pressure
in vapor region assumption is valid in this case because
the vapor flow space in the channels is quite large, espe-
cially considering the low heat fluxes used in this study.
The vapor pressure drop required for the flow has also
been calculated and found to be very small.

A V-shaped microgrooved heat pipe of length �x is taken as the
control volume and shown in Fig. 2. The governing equations are
similar to those presented in Suman et al. �18� and thus, discussed
in brief next. The Young–Laplace equation in the differential form
is given as

�Pl

�x
=

�l

R2

�R

�x
�1�

where �Pl /�x and �R /�x are the pressure and the radius of curva-
ture gradients, respectively. The unsteady-state momentum bal-
ance has been derived considering disjoining pressure, which
might be significant in the evaporative section since the liquid
pool thickness is small. The differential form of unsteady-state
momentum balance considering the shear stress at the liquid-

Fig. 2 Volume element of a V-shaped micro heat pipe with all
forces specified
vapor interface, and the disjoining pressure is given as

NOVEMBER 2007, Vol. 129 / 1585



T
t
f
a
c
e
s
t
R
A

T
c

T
v

T
n
t

w
f

�
c
i
t
t

u
e
t
h
o
t
c
t
c
s
s
t
t
t

1

�lAlVl

�Vl

�x
+ Al

�Pl

�x
+ 2Lh�w + �l,iRm − �lg sin �Al −

A�Al

2�h4

dh

dx

+
���lAlVl�

�t
= 0 �2�

he additional terms used in this extended model accounting for
he shear stress at the interface and the disjoining pressure are
ourth and sixth, respectively, where A� is the Hamaker constant
nd h is the liquid height. The liquid height is varying across the
ross section. But the liquid height at the apex has been consid-
red since our analysis mainly focuses on the capillary region. The
ubstantial reduction in the liquid pool thickness is in the transi-
ion of the capillary and the thin-film regions. The expressions for
m, liquid height h, substrate wetted length Lh, and the liquid area
l can be obtained from the geometry �6�, and are given as

Rm = R� �3�

h = R� cos�� + 	�
tan �

+ sin�� + 	� − 1� �4�

Lh = R
cos�� + 	�

sin �
�5�

Al = R2��cot�� + 	� − �/2� +
cot�� + 	� cos�� + 	�sin 	

sin �
� �6�

he differential form of the unsteady-state mass balance for the
oolant liquid is given as

���lAl�
�t

+
���lAlVl�

�x
+

QvRm


l
= 0 �7�

he differential form of the unsteady-state mass balance for the
apor is given as

���gAg�
�t

+
���gAgVg�

�x
−

QvRm


l
= 0 �8�

he unsteady-state energy balance equation for the coolant liquid,
eglecting the sensible heat of the coolant liquid, in the differen-
ial element is given as

Qwb = QvRm �9�

here Q is the heat flux taken up or released by the coolant liquid
rom the solid substrate.

The variable Q is positive when taken up by the coolant liquid
in the evaporative section� and is negative, when released by the
oolant liquid �in the condenser region� to the substrate. It is zero
n the adiabatic section because no evaporation or condensation
akes place in this region. The unsteady-state energy balance for
he substrate is given as

AcsKs

�2Ts

�x2 − Qwb − �sCpsAcs

�Ts

�t
= 0 �10�

The heat interaction between the substrate and the coolant liq-
id on the heat pipe operating under steady state has been consid-
red constant �21,24,25�. This assumption has been a compromise
o make the model independent from the experiment because the
eat transfer between the substrate and the coolant liquid has been
btained using an experiment in Anand et al. �26�. In this work,
he variation of the heat interaction between the substrate and the
oolant liquid has also been considered constant with position, but
ime varying, unlike a previous transient model �18�, where it is
onstant with time as well, which is unrealistic because the heat
upplied by the heater is initially conducted through the solid
ubstrate. The supplied heat to the substrate is later taken up by
he coolant liquid in the evaporative section and is transferred by
wo-phase heat transfer mechanism, i.e., evaporation. Similarly,

he vapor is condensed in the condensing section and the released

586 / Vol. 129, NOVEMBER 2007
heat is being taken up by the solid substrate. No exchange of heat
between the solid substrate and the coolant liquid has been con-
sidered in the adiabatic section. Thus, initially, the supplied heat
by the heater is used to raise the temperature of the substrate and
the heat interaction between the coolant liquid and the solid sub-
strate is small. The heat transfer between the coolant liquid and
the solid substrate increases with time since the heat used to raise
the temperature of the solid substrate decreases. This phenomenon
has been well approximated to the situation of the transient heat
conduction problem with the external heat removal. Therefore, the
heat taken up or released by the coolant liquid is approximated
using a lump capacity model �27� and the exponential variation of
the heat interaction between the coolant liquid and the solid sub-
strate has been obtained as a characteristic time scale for the heat
transfer in the solid substrate. Thus, the part of heat that is not to
be used by the coolant liquid is considered being used in the
heating of the substrate and other losses. Hence, the heat flux
taken up or released by the coolant liquid is given as

Q = Qss�1 − e−t/�� �11�

where Qss is the input heat flux supplied by or taken up by the
coolant liquid at steady state, Q is the heat flux used or released
by the coolant liquid to the substrate at a time t, and � is a char-
acteristic time scale for the heat transfer in the solid substrate and
defined as �=�sCpsL

2 /Ks.

2.2 Initial and Boundary Conditions. The boundary condi-
tions at the cold end �x=L� are

R = Ro, Pl = Pvo
−

�l

Ro
, Ts = Tcon, Vl = 0, Vg = 0, ∀ t

The variable Ro is the radius of curvature at the cold end and is
obtained using groove geometry �24�. The temperature at the end
of the condenser region, Tcon, is taken to be 32°C.

The boundary condition at the hot end �x=0� is

	Qheater = − KsAcs

�Ts

�x
	

x=0

The initial conditions �t=0� are

Ts = Tcon, Vl = 0, Pl = Pvo −
�l

Ro
− �lg�L − x�sin �

R =
�l

�Pvo
− Pl�

, ∀ x

2.3 Nondimensionalization. The following nondimensional
and associated parameters have been used: friction factor �f�
=K� /NRe, Reynolds number �NRe�=Dh�lVl /�l, hydraulic diameter
�Dh�=4Al /2Lh, wall shear stress ��w�=�lVl

2f /2, shear at the
liquid-vapor interface ��l,i�= ��g�Vg−Vl�f /2�−�gVg�Vg,i−Vl� �23�.
�Here, the velocity in the bracket is the relative velocity of the
vapor�, reference velocity �VR�=Q� /�lRo

2
l, reference pressure,
�PR�=�l /Ro, reference height �hR�=Ro�cos��+	� / tan �+sin��
+	�−1�, reference temperature �TR�=Tcon, and time constant ���
=�sCpsL

2 /Ks.
The dimensionless parameters are defined as follows: dimen-

sionless radius of curvature �R*�=R /Ro, dimensionless position
�X*�=x /L, dimensionless liquid velocity �Vl

*�=Vl /VR, dimension-
less vapor velocity �Vg

*�=Vg /VR, dimensionless liquid pressure
�Pl

*�= Pl / PR, dimensionless substrate temperature �Ts
*�=Ts /TR, di-

mensionless height �h*�=h /ho=R*, dimensionless time �t*�= t /�.
The constant K� is used in the expression of friction factor, which
is constant for a specific groove geometry. The dimensionless
form of the heat and mass transfer and fluid flow equations are as

follows:
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�Pl
*

�X* =
1

R*2

�R*

�X* �12�

�R*

�t* = − � �R*QvRmL

2�lAl
l
+

2�VRVl
*

LR*

�R*

�X* +
�R*VR

2L

�Vl
*

�X*� �13�

�Vl
*

�t* =
�g sin���

VR
+

�QvRmVl
*

Al�l
l
−

�B2Vl
*

�l�RoR*�2 −
��l,iRm

Al
l
+ �2�VRVl

*2

LR*

−
��l

�lVRRoL R*2 +
�A�

2��lVRLho
3R*4� �R*

�X* �14�

�Vg
*

�X* = −
QvRlL

�lAg
lVR
+

2AlVg
*

AgR*

�R*

�X* +
2Al

��lAgVRR*

�R*

�t* �15�

�Ts
*

�t* =
�2Ts

*

�X*2 −
QwbL2

TRAcsKs
�16�

QV =
Qwb

Rm
�17�

Q = Qss�1 − e−t*� �18�

he steady-state heat flux is given as

Qss =
Q�

fwbL
�19�

ere geometrical parameters Al ,wb ,Ro, and B2 are taken from
uman and Hoda �6�, taking ungrooved area to be zero and are
iven as

wb = 2a �20�

Ro =
a sin �

cos�� + 	�
�21�

B2 =
�lK� cos2�� + 	�

2 sin2�� cot�� + 	�cos�� + 	�sin 	

sin �
+ 
cot�� + 	� −

2

�
��2

�22�

he nondimensional boundary conditions at the cold end �X*=1�
re

R* = 1, Pl
* =

Pvo

PR
− 1, Ts

* =
Tcon

TR
, Vl

* = 0, Vg
* = 0 ∀ t*

he nondimensional boundary condition at the hot end �X*=0� is:

	Qheater = −
KsAcsTR

L

�TS
*

�X*	
X*=0

, ∀ t*

he nondimensional initial conditions �t*=0� are

TS
* =

Tcon

TR
, Vl

* = 0, Pl
* =

Pvo

PR
− 1 −

�lgL�1 − X*�sin���
PR

R* =
PR

�Pvo − PRPl
*�

, ∀ X*

2.4 Numerical Solution. The model inputs for governing
quations �13�–�19� are heat pipe length, Qss-profile, and thermo-
hysical properties of the coolant liquid and the substrate. The set
f equations is the first- and second-order partial differential equa-
ions with different time scales. Hence, it was difficult to get a

orrect solution for them when solving together. Therefore, we

ournal of Heat Transfer
have used a novel numerical technique, which has been described
next.

First of all, the energy equation �Eq. �16��, being decoupled
from the other three Eqs. �13�–�15� governing the radius of cur-
vature, liquid, and vapor velocity, is solved for a given time step
using Newton–Raphson method. The quantity Qv is obtained by
solving Eq. �17�. Then, the set of partial differential equations
�13�–�15� is converted to a system of algebraic equations using
Gauss–Seidel method. The first-order spatial derivative has been
estimated using forward or backward differencing method based
on flow direction. The second derivatives have been estimated
using a central difference method. The Neumann boundary condi-
tions have been considered using ghost boundary nodes. The sys-
tem of algebraic equations corresponding to the set of partial dif-
ferential equations �13�–�15� is solved in a coupled manner using
a Newton–Raphson method. Finally, the liquid pressure has been
obtained using Eq. �12�. Here, the semi-implicit method helps in
taking a large time step without affecting the convergence.

The dimensionless step sizes for the spatial and the temporal
discretizations are 0.2 and 0.1, respectively. The presented results
are independent of step size. It is also observed that the quadratic
convergence has been obtained for each case, and therefore, it is
concluded that the Newton–Raphson method converges correctly.
The reliability of the code has been verified by reproducing results
of Suman et al. �18�. Using the above methodology, the transient
profiles for the substrate temperature, radius of curvature, liquid
velocity, etc., have been calculated.

3 Results and Discussion
For the transient analysis, 100 V-grooves of 200 �m width and

spacing, and an apex angle of 60 deg have been considered. The
V-groove is on the silicon substrate of 2 cm long with 10 deg
inclination. Pentane is taken as a working fluid. The contact angle
is considered zero. The length of the evaporative, adiabatic, and
condenser regions are taken to be equal. The pressure in the vapor
region is considered 101.3 kPa. For the disjoining pressure, the
typical Hamaker constant �A�=3�10−19 J� has been used. The
temperature at the cold end �Tcon� and the reference temperature
�TR� are taken as 32°C. The total heat input supplied to the heat
pipe using a heater is taken as 0.5 W.

3.1 Model Predicted Results. The substrate temperature pro-
files as a function of axial position at different times has been
presented in Fig. 3. Initially, the substrate temperature of a heat
pipe is constant �32°C�. This is not plotted since it is the initial

Fig. 3 Variation of the substrate temperature, Ts„°C… with the
dimensionless position, X* at different times „s…
condition. Because the supplied heat to the substrate taken up by
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he coolant liquid increases, the chair-shaped temperature profile
s established, flattening the adiabatic section temperature. Finally,

chair-shaped steady-state profile has been obtained. In the
vaporative section, the heat is taken by the coolant liquid from
he substrate and, thus, the temperature profile is concave upward
nd the profile is concave downward in the condensing section,
here heat is taken up by the substrate from the coolant liquid. In

he adiabatic section, there is no heat interaction between the cool-
nt liquid and the substrate and, thus, the temperature is constant,
hich can be seen as a point of inflection. Because of the chair

hape of the profile, the temperature difference between the hot
nd cold end is less than that in the corresponding conductive
evices and, thus, a heat pipe can be used where heat has to be
emoved without generating a high-temperature difference.

The behavior of the radius of curvature gives the capillary
umping using the Young–Laplace equation. The capillary pump-
ng is responsible for the fluid flow in a micro heat pipe. The
rofiles of the dimensionless radius of curvature along the length
f a heat pipe �R* versus X*� at different times are presented in
ig. 4, which shows that the initial radius of curvature �referred to
rofile for t=0.5 s� is monotonically decreasing from the cold end
o the hot end to balance the gravity. Once the evaporation/
ondensation of the coolant liquid starts, which results in decreas-
ng a radius of curvature with time to generate enough driving
orce to push the coolant liquid from the cold to the hot end.
nitially, the heat taken by the coolant liquid is less, and therefore,
lower driving force is required. Thus, the difference in the radius
f curvature between the hot and the cold end is lower. Once the
eat taken by the coolant liquid is almost constant, the amount of
oolant liquid to be evaporated becomes constant and then re-
uires a constant driving force. Therefore, at steady state, the ra-
ius of curvature is monotonically decreasing from the cold end to
he hot end and remains constant with time to provide sufficient
apillary pumping for the fluid flow in a heat pipe. The transient
rofiles of the radius of curvature at locations X*=0.32,0.50, and
.68 have been presented in Fig. 5. One of these locations is in
ach evaporative, adiabatic, and condensing region. It is seen that
he depression in the liquid pool is higher in the evaporative sec-
ion because of evaporation to meet the requirement of the capil-
ary pressure to sustain the fluid flow. The depression in the liquid
ool in the adiabatic section is lower than that in the evaporative
ection as no evaporation. The liquid pool is the least depressed in
he condensing region since condensation takes place. In all cases,
he radius of curvature profile is monotonically decreasing with

ig. 4 Variation of the dimensionless radius of curvature, R*

ith the dimensionless position, X* at different times „s…
ime, which is expected, as explained above in this paragraph.

588 / Vol. 129, NOVEMBER 2007
The radius of curvature is decreasing as heat supplied to the
coolant liquid increases with time. Thus, the difference between
the vapor and the liquid pressure should increase, which results in
a decrease in the liquid pressure with time. The variation of the
liquid pressure with position at different times is presented in Fig.
6, and the consistent result, a decrease in the liquid pressure with
time, has been obtained. Initially, a lower pressure difference is
required to sustain the flow. With time, the heat supplied to the
coolant liquid increases and to sustain evaporation, more liquid at
the evaporative section is required, which demands a higher pres-
sure drop between the cold end and the hot end to sustain the
higher coolant liquid flow. Therefore, the pressure difference be-
tween the hot end and the cold end increases with time. The liquid
pressure was found to increase with time �refer to Fig. 7�a� of
Suman et al. �18�� when the temporal variation in mass and mo-
mentum transfer is neglected, where the time-varying liquid pres-
sure is obtained due to the variations in the thermophysical prop-
erties, which fails to capture the complete transient phenomenon
and produces inconsistent results. This was the motivation to con-
sider transient in all transport processes in the present study.

Fig. 5 Variation of the dimensionless radius of curvature, R*

with time „s… for different positions, X*=0.32,0.5, and 0.68

Fig. 6 Variation of the dimensionless liquid pressure, Pl
* with

*
the dimensionless position, X at different times „s…
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The variation of the axial liquid velocity at different times is
resented in Fig. 7. The direction of the liquid velocity is from the
old end to the hot end, and thus, it is negative in Fig. 7. Initially,
here is no heat supplied to the coolant liquid and, therefore, the
iquid velocity is zero �initial boundary condition and has not been
hown in Fig. 7�. As the heat taken by the coolant liquid increases,
he liquid starts flowing from the cold end to the hot end due to
apillary pumping. With time, the amount of heat to be transferred
ncreases and so does the liquid velocity. After some time, the
mount of liquid to be evaporated becomes constant and requires

constant coolant liquid flow rate. Thus, the liquid velocity
eaches steady state. The value of the axial liquid velocity is al-
ays zero at the hot end and increases in the evaporative region.
his is due to the cumulative effect of replenishment of the
mount evaporated, throughout the evaporator region. In the adia-
atic region, although there is no evaporation and condensation,
he liquid velocity decreases slightly. This is due to a slight in-
rease in the radius of curvature in the adiabatic section �hence, an
ncrease in the liquid flow area� and due to the frictional loss. In
he condenser region, there is a further decrease in the liquid
elocity because the condensation results in a sharper increase in
he radius of curvature and, hence, the liquid flow area increases.

Equation �15� gives the vapor velocity in a heat pipe, which is
mportant in order to check the sonic limit. It is obtained that the
apor velocity ��O�1�� is much below the sonic velocity. The
apor velocity as a function of dimensionless length at different
imes has been presented in Fig. 8. The direction of the vapor
elocity is from the hot end to the cold end and, thus, positive. It
as the similar trend as that of the magnitude of the liquid velocity
n the evaporative and the condenser sections. In the adiabatic
ection, the radius of curvature increases and the area available for
he liquid flow decreases. Therefore, a slight increase in the vapor
elocity has been obtained. The magnitude of the vapor velocity is
igher than that of the liquid velocity because the density of the
apor is less than that of the liquid.

The van der Waals force �disjoining pressure� is acting between
he solid substrate and the vapor, and therefore, its magnitude is
nversely proportional to the thickness of the liquid pool. If the
orce is attractive, then this force depresses the liquid-vapor inter-
ace, which results in a higher liquid velocity and, hence, a higher
rictional loss and vice versa. As the radius of curvature gives the
erformance of a heat pipe, the effect of the disjoining pressure
an be seen by plotting radius of curvature for different Hamaker
onstant values. In Fig. 9, the steady-state profile of the radius of
urvature for different Hamaker constant values has been pre-

ig. 7 Variation of the dimensionless liquid velocity, Vl
* with

he dimensionless position, X* at different times „s…
ented. It is seen that the effect of the disjoining pressure is not

ournal of Heat Transfer
significant as both profiles for the radius of curvature coincide, as
is clear from Fig. 9. Because the thickness of the liquid pool
��100 �m� is not small enough ��100 nm� in our region of in-
terest �capillary� and, hence, it does not have a significant effect.

The micro heat pipe is a two-phase heat transfer device that
transfers heat from one place to another by evaporating and con-
densing the circulating liquid. Thus, a micro heat pipe has liquid
everywhere along the its length. When the heat input is higher
than the critical heat input, a heat pipe generates a dry region near
the hot end. The very first dry spot appears at the hot end, i.e.,
radius of curvature at the hot end is close to zero and the corre-
sponding heat input is called the critical heat input, and then the
onset of the dry out in a heat pipe is assumed. The effect of the
heat input on the time required for the onset of the dry out at the
hot end has been presented in Table 1. It is found that with an
increase in the heat input, the time required for the onset of the
dry out at the hot end decreases. As higher is the heat input, lower
is the time required for evaporating the amount of coolant liquid
to the onset of dry out at the hot end.

3.2 Model Validation. The mathematical model discussed in
this work has been validated using experimental data and results.

Fig. 8 Variation of the dimensionless vapor velocity, Vg
* with

the dimensionless position, X* at different times „s…

Fig. 9 Steady-state dimensionless radius of curvature „R*
…

with the dimensionless position, X* for different values of Ha-

maker constant
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irst, in this analysis, we have found that the time required to
each steady state is around 30 s, which is consistent with the
xperimental analysis conducted by Wu and Peterson �8� and
ang and Vafai �15�. It is noteworthy that the time to reach steady

tate is reported for a lab scale, and it will be higher for industrial
pplications. Additionally, Zhu and Vafai �17� also reported that
he time to reach steady state is independent of the heat input,
hich is also verified in this study, although the substrate tem-
erature is sensitive to the heat input due to its direct dependency.
he time required to reach steady state is also found to be inde-
endent of heat pipe inclination, heat input distribution, and
-groove apex angle.
Anand et al. �26� used 33 V-grooves of 2 cm length with a

roove depth of 68.82 �m, groove width of 100 �m, and a
roove pitch of 200 �m. Pentane was used as a coolant liquid.
he steady-state substrate temperature profile for this system is
alculated for a heat input of 1.52 W for two different inclina-
ions, 14.93 deg and 0 deg with reference temperature 32.6°C and
5.0°C, respectively. Here the evaporative length of 7 mm has
een considered for the comparison because beyond that length,
he temperature is almost constant, which is considered as the
diabatic section. Therefore, the profile for only the evaporative
ection has been presented taking dimensionless length. It is no-
able that in these cases, a heat pipe has a dry region. For com-
arison, the polynomial heat flux interaction between the substrate
nd the coolant liquid in the evaporative section is

Qss =
Q��m + 1�

wb�L�1 − f2��m+1 �X* − f2�m �23�

nd in the condensing section is

Qss = −
Q��m + 1�
wb�f1L�m+1 �f1 − X*�m �24�

here Q� is the heat input, m is the index for the heat flux inter-
ction between the substrate and the coolant liquid polynomial, f1
s the nondimensional coordinate of the junction of condensing
nd adiabatic sections, f2 is the nondimensional coordinate of the
unction of adiabatic and evaporative sections, and L is the length
f a heat pipe. The values of m are 0.50 and 0.78 for 14.93 deg
nd 0 deg inclinations, respectively. The change in the value of m
ccounts for the gravity effect. The comparison of the calculated
nd the experimental dimensionless steady-state substrate tem-
erature profiles is presented in Fig. 10. The substrate tempera-
ures have been nondimensionlized using the corresponding refer-
nce temperature. The complete evaporative section has been
hown, and only one point of adiabatic section has been shown
ecause in the adiabatic section, the substrate temperature remains
lmost constant. Figure 10 shows a reasonable agreement between
he experimental data and the theoretical predictions obtained
rom this transient study. The maximum discrepancy is 5%.
his is because of the assumption that there is no exchange of heat

n the adiabatic section, which is not true in a real situation, ne-
lecting the convective heat loss, and considering the polynomial
ariation of the heat flux interaction between the substrate and the

able 1 Variation of time „s… to the onset of the dry out at the
ot end with the heat input „W… for a V-shaped micro heat pipe
f length 2 cm

�
W�

tdry out
�s�

.0 1.40

.3 1.00

.5 0.70

.8 0.50

.0 0.40
oolant liquid. However, the exact variation of the heat flux inter-
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action between the substrate and the coolant liquid with position
cannot be determined without taking recourse of the experimental
data �26�, thereby compromising the independent nature of the
developed theoretical model. It is noteworthy to mention that the
temperature profile is concave upward, as it is in the evaporative
section, and has a point of inflection in the adiabatic section,
meaning no interaction of heat between the substrate and the cool-
ant liquid.

4 Summary and Conclusions
The paper presents a transient mathematical model for a

V-shaped microgrooved heat pipe utilizing a macroscopic ap-
proach. The disjoining pressure, shear stress at the liquid-vapor
interface, and the sensible heat have also been accounted for in the
governing equations. The coupled equations for heat, mass, and
momentum transfer are solved numerically to obtain the transient
and steady-state profiles of various parameters, namely, substrate
temperature, liquid velocity, liquid pressure, etc. This study pre-
dicts the correct trends for transient variation in the radius of
curvature, the liquid velocity, the vapor velocity, and the liquid
pressure. The true physical behavior, a decrease in the liquid pres-
sure with time, is captured by the model presented in this work.
The time to reach steady state is found to be independent of the
heat input, heat pipe inclination, Qss variation, and groove angle.
The time required to the onset of dry out at the hot end decreases
with an increase in the heat input. The present study can be ex-
tended by considering two-dimensional variation in the fluid flow
and heat transfer, and by eliminating the predefined heat interac-
tion between the substrate and the coolant liquid with position.
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Nomenclature
a � side length of a V-groove, m
A � area, m2

A� � Hamaker constant, J
B1 � constant in expression for Al
B2 � constant in expression for dVl

* /dt*

Cp

Fig. 10 Comparison of the theoretical and the experimental
†23‡ dimensionless steady-state substrate temperature „Ts*

…

with position X*. The points are the experimental data and the
solid lines are the theoretical predictions. The reference tem-
peratures for 0 deg and 14.93 deg inclinations are 35°C and
32.6°C, respectively.
� specific heat capacity, J / �kg °C�
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Dh � hydraulic diameter, m
f � fractional length of each section in a heat pipe

f1 � nondimensional coordinate of the junction of
condensing and adiabatic sections

f2 � nondimensional coordinate of the junction of
adiabatic and evaporative sections

g � acceleration due to gravity, m/s2

h � liquid height, m
K� � constant in expression for B2
K � thermal conductivity, W/ �m °C�
L � length of a heat pipe, m

Lh � half of total wetted length, m
m � index for polynomial heat flux

NRe � Reynolds number
P � pressure, N/m2

Q � net heat flux supplied to the coolant liquid,
W/m2

Q� � net heat supplied to the coolant liquid, W
R � radius of curvature, m

Rm � meniscus surface area per unit length, m
t � time, s

T � temperature, °C
V � velocity, m/s

wb � V-groove pitch, m
x ,X � coordinate along the heat pipe, m

reek Symbols
� � half-groove angle, rad
� � inclination of substrate with horizontal, rad
	 � contact angle, rad
� � curvature, m−1


 � latent heat of vaporization, J/kg
� � viscosity, kg m−1 s−1

� � density, kg/m3

� � surface tension, N/m
� � time constant, s, shear stress, N/m2

uperscript
* � dimensionless variable

ubscripts
cs � cross section of substrate

con � cold end
i � interface
l � liquid

R ,o � reference
s � solid

ss � steady state
v ,g � vapor

w � wall
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umerical investigation is carried out for natural convection in
quare enclosures consisting of partitions protruding from the end
alls with different thermal boundary conditions at the end walls
nd partitions. The vertical walls were maintained isothermal at
ifferent temperatures. The Rayleigh number varies from 104 to
06 and the Prandtl number is 0.71. The thickness of the partition
s fixed and is equal to one-tenth of the width of the enclosure.
heir nondimensional length �l /H� varies from 0 (a nonparti-

ioned enclosure) to 0.5 (two separate enclosures). A good
greement was found between the results in the present study
nd those published previously. The partitions were found to
ignificantly influence the convective heat transfer. The average
usselt number is less in the presence of partitions, and it
ecreases with increasing partition length �l /H� from 0 to
.5. �DOI: 10.1115/1.2764087�

eywords: natural convection, square, vertical, partitioned
nclosures, partition length

Introduction
Natural convection in complex enclosures is an area of interest

or several researchers. Simple cavities without baffles have been
tudied elaborately, but enclosures partially divided by single or
ultiple partitions have evoked considerable interest. This fact is

mply reflected by the size of the research efforts during the past
ew decades dedicated to this topic. A detailed study of flow and
eat transfer phenomena in partitioned enclosures is useful in un-
erstanding the processes that occur in natural convection flows in
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passive solar heated building, solar collector design, cooling of
heat generating components in electronic packages, cryogenic
storage, and nuclear industries.

An experimental study of natural convection in a square enclo-
sure with two thick centrally located partitions at the top and
bottom walls was reported by Bajorek and Lloyd �1�, for compari-
son with numerical results of Chang �2�. Jetli et al. �3� and Zim-
merman and Acharya �4� considered an enclosure with offset �3�
and in-line �4� partitions fitted on horizontal surfaces with as-
sumed perfectly conducting end walls and finitely conducting par-
titions. Kelkar and Patankar �5� studied two different partition
geometries: one with a single partition located vertically at the
center of the enclosure and another with two identical partitions
located at the top and bottom walls. Ciofalo and Karayiannis �6�
reported a numerical computation for a nondimensional length
�l /H� of partitions from 0 to 0.5. However, in this paper, no de-
tailed flow patterns or isotherm distributions, temperature, and
velocity profiles are presented. Recently, Sankhavara and Shukla
�7� reported a numerical study of natural convection in square
partitioned enclosures with different thermal boundary conditions
and proved that a standard adiabatic boundary condition gives the
best agreement with the reported measurement by Bajorek and
Lloyd �1�. Yucel and Ozdem �8� studied the effect of the number
of partitions �1 or 2� and height of partitions �l /H=0.1 or 0.2� in
a square enclosure and found that the mean Nusselt number de-
creases with an increase in the number of partitions; however, the
decrease in the mean Nusselt number is less at lower Rayleigh
numbers.

Natural convection in a completely partitioned enclosure �l /H
=0.5� is of importance in the estimation of heat loss from solar
collectors and across double-paned windows, in the design of
energy-efficient buildings, and in many other applications. Ander-
son and Bejan �9� measured the heat transfer rates through double
partitions, which are inserted in the middle of the water filled
enclosure, and indicated that the heat transfer rate for double par-
titions is 20% smaller than that for a single partition. Nishimura
et al. �10� concluded from his experimental and numerical studies
for water filled high aspect ratio enclosures �AR=4 and 10� that
heat transfer decreases by a factor of 0.42 for a single partition.
Mamou et al. �11� studied natural convection heat transfer in a
tilted fluid system consisting of multiple layers of fluid separated
by solid partitions with finite thickness and conductivity. There is
a lack of comprehensive study in the literature on natural convec-
tion in completely partitioned air filled cavities.

The intent of the present investigation is to numerically inves-
tigate the effect of length of partitions protruding centrally from
the end walls of a square vertical enclosure on fluid flow and heat
transfer rate by using the finite element method. The thickness of
the partition is fixed and equal to one-tenth of the width of the
enclosure �Fig. 1�a��. The study is made for the range of Rayleigh
numbers from 104 to 106 and for a nondimensional partition
length �l /H� from 0 �a nonpartitioned enclosure� to 0.5 �com-
pletely partitioned enclosures�. The influence of different thermal
boundary conditions at the end walls and at the partitions was also

included in the investigations.

2007 by ASME Transactions of the ASME
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Mathematical Modeling
A detail of the geometry relevant to the physical situation of

nterest area is shown in Fig. 1�a�. The flow is assumed to be two
imensional, steady, and laminar. The density variation of the
uid follows Boussinesq’s approximation and changes with tem-
erature only. Radiation effects, which are small for moderate
emperature differences, have not been included. Based on the
bove modeling assumptions, the nondimensional governing
quations for the conservation of mass, momentum, and energy
re

�U

�X
+

�V

�Y
= 0 �1�

U
�U

�X
+ V

�U

�Y
= −

�P

�X
+ Pr� �2U

�X2 +
�2U

�Y2 � �2�

Fig. 2 Comparison of predicted resul

Fig. 1 „a… Schematic of the partitione
boundary conditions at the end walls
tioned enclosure „AR=1 and �=90 deg…

ournal of Heat Transfer
U
�V

�X
+ V

�V

�Y
= −

�P

�Y
+ Pr� �2V

�X2 +
�2V

�Y2� + Ra � Pr�� − �0� �3�

U
��

�X
+ V

��

�Y
=

�2�

�X2 +
�2�

�Y2 �4�

In addition, there is one more energy equation for the solid
conducting region �side walls�,

�2�

�X2 +
�2�

�Y2 = 0 �5�

The flow boundary conditions are U=V=0 on solid boundary. The
thermal boundary conditions on the isothermal walls are

�=0 at X=0 �cold wall�
�=1 at X=1 �hot wall�

with published results for a nonparti-

ectangular enclosure and „b… thermal
partitions
ts
d r
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At the end walls and the partitions, different sets of thermal
oundary conditions were considered. They are sketched in Fig.
�b�, which are described in detail elsewhere �7�.

�i� adiabatic: �� /�Y =0
�ii� linear temperature profile �LTP�: �=X
�iii� standard adiabatic: end walls of finite thickness S and con-

ductivity kp �thermal conductivity of end walls and parti-
tions� with �� /�Y =0 along their outer sides

�iv� standard LTP: as in �iii� above, but with �=X along their
outer sides

When standard boundary condition �iii� or �iv� is used, the ra-

Fig. 3 Nusselt number profiles along
sure. „b… Partitioned enclosure at Ra=
ios S /W and kp /k become important parameters. In all subse-

594 / Vol. 129, NOVEMBER 2007
quent runs and in accordance with earlier work of Oosthuizen and
Paul �12�, the values S /W=0.1 and kp /k=25 were chosen as rep-
resentative of realistic configurations.

The conservation equations �Eqs. �1�–�5�� were solved using
the computer code FLOTRAN, which is based on the Galerkin
weighted residual finite element method, which has been de-
scribed in detail by Rice and Schnipke �13� and Du Toit �14�. The
presence of the partition in the calculation domain is accounted
for by the strategy suggested by Patankar �15�. These equations
after discretization were solved using the tridiagonal matrix algo-
rithm �TDMA�, which is described in detail by Patankar �15�. The
convergence criterion was to stop the outer iterations when the

−5

e hot wall. „a… Nonpartitioned enclo-
Ã105 and �=90 deg.
th
convergence monitor fell below 10 for U, V, �, and P. Calcula-
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ions were undertaken with various grid sizes to ensure that the
esults presented here are essentially independent of grid size.

Accuracy Assessment
To check the accuracy of the computer code, the computed

alues of the local and average Nusselt numbers were compared
ith the experimental and numerical published results. In Ref. �1�,

he partitions were made of Plexiglas, and the dimensionless
hickness b /W and length l /H were 0.1 and 0.25, respectively. In
his investigation, results are obtained for the same geometrical
onfigurations and the conductivity ratio kr is assigned a value
epresentative of the Plexiglas material. The results of the influ-
nce of thermal boundary conditions on heat transfer rates are
ummarized in Figs. 2 and 3. Figure 2 presents the Nusselt num-
er as a function of the Rayleigh number for a nonpartitioned
quare enclosure under all four boundary conditions. Several ex-
erimental and numerical results by different authors are also re-
orted for comparison. The results of the present investigation are
n excellent agreement with the numerical predictions of Schinkel
nd Hoogendoorn �16� and Zimmerman and Acharya �4�, who
ssumed either adiabatic or LTP end walls. The agreement with
he experimental results of Bajorek and Lloyd �1�, Schinkel and
oogendoorn �16�, and Hamady et al. �17� is best when the stan-
ard adiabatic condition is considered.

The local Nusselt number Nuy along the hot wall, computed
sing all four boundary conditions, is compared with the experi-
ental results of Bajorek and Lloyd �1� for a square nonparti-

ioned enclosure in Fig. 3�a� and for a partitioned enclosure in
ig. 3�b� at Ra=3.5�105. The experimental points lie closest to

he “standard adiabatic” predictions. The predicted value for the
verage hot wall Nusselt number is 4.71, while the corresponding
easured value is 4.66. The present predictions exhibit a much

loser agreement with the measured values than the predictions by
immerman and Acharya �4� �Nu=4.3� with a LTP boundary con-
ition and by Ciofalo and Karayiannis �6� �Nu=5.33� with “stan-
ard LTP” boundary conditions. Figure 4 presents the comparison
f predicted midheight temperature profile and temperature distri-
ution obtained by Bajorek and Lloyd �1� for a partitioned enclo-

5

Fig. 4 Comparison of computed mid
Ra=3.5Ã105 and �=90 deg
ure at a Rayleigh number of 3.5�10 . The results compare ex-

ournal of Heat Transfer
cellently and a maximum discrepancy of 3.5% is found between
the two profiles, which is less than 4.4% reported by Zimmerman
and Acharya �4�. Thus, for both partitioned and nonpartitioned
enclosures, the standard adiabatic boundary condition yields an
excellent agreement with experimental results compared with
other boundary conditions.

4 Results and Discussions
This section provides detailed information for an enclosure with

a standard adiabatic boundary condition. The Rayleigh number Ra
and partition length �l /H� are the primary parameters of interest in
this study. The Rayleigh number studied in the range of 104–106

and five values of partition length l /H=0 �a nonpartitioned enclo-
sure�, 0.125, 0.250, 0.375, and 0.5 �fully partitioned enclosures�
are considered.

4.1 Streamlines and Isotherms. Figures 5 and 6 presents the
streamline and isotherm plots for Rayleigh numbers of 105 and
106 and dimensionless partition lengths from 0 to 0.5. In these
figures, for the nonpartitioned enclosure, only one circulating cell
is observed at lower Rayleigh numbers �Ra�105�, while two cir-
culating cells are observed at a higher Rayleigh number �Ra
=106�, with one circulating cell near the bottom left and upper
right corners inside the main circulating cell. At a Rayleigh num-
ber of 104, the convection currents are weak and conduction is the
predominant mode of heat transfer for all the partition lengths, as
reflected in the linear temperature distribution �figure not shown�.
As you can see in the figures, the strength of flow increases with
an increase in Rayleigh number and decreases with an increase in
partition length. In Fig. 5, it is observed that at l /H=0.125, there
is only one circulating cell; however, at l /H=0.25 and 0.375,
there is one more circulating cell near the center, both in the hot
region and in the cold one. Further, with the increase of the Ray-
leigh number to 106 �Fig. 6�, one circulating cell is observed at
l /H=0.125, two circulating cells are observed at l /H=0.375,
which are shifted near the upper end wall in the cold fluid region
and near the bottom end wall in the hot one, and three circulating
cells are observed at l /H=0.25, with one circulating cell behind

ht temperature with measurement at
heig
each partition. This can be explained in the following way. The
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ow coming off the cold wall is heated by the conducting end
all and the partition. Therefore, the flow at the tip of the partition

s relatively warmer, as is clearly seen by comparing the isotherm
istribution in Figs. 5 and 6. At the Rayleigh number of 106, the
armer flow at the lower partition tip is lighter than the corre-

ponding flow at the Rayleigh number of 105. The tendency of the
ighter flow to move downward is less; hence, the flow is sepa-
ated from the main circulating cell and forms a recirculating cell
ehind the partition at the Rayleigh number of 106. A similar
xplanation applies to the separation bubble behind the upper par-
ition. At higher Rayleigh numbers, a smaller circulating cell is
lso observed by Zimmerman and Acharya �4� behind the parti-
ion at a higher conductivity ratio. It can also be observed that the
emperature gradient next to hot and cold walls increases with an
ncrease in Rayleigh number, while isotherms are nearly uni-
ormly distributed in the core region at l /H=0.125 and 0.25,
hich indicates that heat transfer is dominated by conduction in

Fig. 5 Streamlines and isotherms for
b /W=0.1: „a… l /H=0, „b… l /H=0.125, „

=0.5
he core region. At l /H=0.5, isotherms are almost parallel to the

596 / Vol. 129, NOVEMBER 2007
vertical side walls of the enclosure, indicating that most of the
heat transfer is, by conduction, at lower Rayleigh numbers. As the
Rayleigh number increases, the isotherms undulate remarkably,
and thus the effect of convection is pronounced �Figs. 5�e� and
6�e��. At the Rayleigh number of 106, the density of isotherms is
more severe by the side walls and the partition, but diminishes in
the middle part of each cell, indicating the formation of a thermal
boundary layer along the partition and side walls, and the middle
part of each cell is regarded as the core region.

4.2 Nusselt Number Distribution. Figure 7 shows the varia-
tion of the mean Nusselt number with the Rayleigh number for
different partition lengths �l /H�, including the case of completely
partitioned enclosures �l /H=0.5�. An examination of this figure
reveals that the effect of partition is much more pronounced at
lower Rayleigh numbers, which is also noted by Ciofalo and
Karayiannis �6�. The average Nusselt number is less in the pres-

ferent partition lengths at Ra=105 and
l /H=0.25, „d… l /H=0.375, and „e… l /H
dif
c…
ence of partitions and decreases with increasing partition length
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l /H� from 0 to 0.5. This can be explained in the following way.
he presence of a partition increases cooling near the upper par-

ition and heating near the lower partition, which reduces local
all to fluid temperature difference. Thus, heat transfer decreases
ecause of the reduction in the strength of the flow along the hot
nd cold walls. It should be noted that the 16% reduction in heat
ransfer for b /W=0.1 at the Rayleigh number of 3.5�105 is in
xcellent agreement with the computed reduction of 16% by Cio-
alo and Karayiannis �6� and the measured reduction of 17% by
ajorek and Lloyd �1�. In the study of Ciofalo and Karayiannis,

hey observed that short partitions do not reduce the Nusselt num-
er; in fact, they might enhance the rate of heat transfer slightly.
n our computations, the Nusselt number is always smaller than
he corresponding value in the nonpartitioned enclosure at all par-
ition lengths. It can also be observed that an enclosure having a
ong partition, l /H=0.375, behaves much like a completely di-

5

Fig. 6 Streamlines and isotherms for
b /W=0.1: „a… l /H=0, „b… l /H=0.125, „

=0.5
ided enclosure at lower Rayleigh numbers �Ra�10 � but much

ournal of Heat Transfer
like a nonpartitioned enclosure at high Rayleigh numbers �Ra
�106�, which is in conformity with Ciofalo and Karayiannis �6�
and Bajorek and Lloyd �1�. At the Rayleigh number of 106, the
horizontal velocity at the partition tip is maximum for l /H
=0.375. On account of the higher velocity at the partition tip, flow
separation does not occur from the primary circulating cell at the
partition tip, which can also be observed from the streamline plot
�Fig. 6�d��. Due to the interaction between hot and cold fluid
regions, the average Nusselt number values increase and, hence,
the partitioned enclosure behaves like a nonpartitioned enclosure
at higher Rayleigh numbers.

The results of the present investigation for the completely par-
titioned enclosure �l /H=0.5� are compared to the analytical and
numerical results of Mamou et al. �11� for a vertical enclosure
with a single partition, as shown in Fig. 7. A small discrepancy in

ferent partition lengths at Ra=106 and
l /H=0.25, „d… l /H=0.375, and „e… l /H
dif
c…
the results is found. This may be due to different thermal bound-
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ry conditions considered by Mamou et al. �11�. In the present
tudy, it is found that the single partition has an effect of reducing
he heat transfer rate to the tune of 42–49% within the range of
ayleigh numbers considered. In the partially divided enclosure,

he effect of partition on heat transfer rate is more up to interme-
iate Rayleigh numbers �maximum reduction of 45%�, while at
igher Rayleigh numbers, the effect of partition on heat transfer
ecreases �maximum reduction of 30%�, but, for the completely
artitioned enclosure, the effect of partition on heat transfer rate
ncreases with an increase in Rayleigh number. The Nusselt num-
er value decreases within the range of 42–48% with an increase
n Rayleigh number from 104 to 106.

For the numerical data presented here, the correlation of the
ean Nusselt number for the vertical partitioned enclosure as a

unction of the Rayleigh number is found to have a maximum
iscrepancy of 8%,

Nu = 0.0599Ra0.2953�l/H�−0.3478

for 0 � l/H � 0.5 104 � Ra � 106 b/W = 0.10 kr = 25 AR

= 1

Conclusions
A detailed numerical study was carried out to investigate the

ffect of partition length �l /H� and Rayleigh number on heat
ransfer rate in a vertical square partitioned enclosure. A good
greement was found between the results in the present study for
he partitioned enclosure and those published previously. On the
asis of the results presented and discussed above, the following
ay be concluded.

�i� The standard adiabatic boundary condition gives an excel-
lent conformity with the published experimental results
than any other boundary conditions.

�ii� The Nusselt number value decreases with an increase in
partition length �l /H� from 0 to 0.5 at all Rayleigh num-
bers. This can be explained as the presence of a partition

Fig. 7 Effect of the partition length a
selt number for b /W=0.1
reduces local wall to fluid temperature difference �T,

598 / Vol. 129, NOVEMBER 2007
which reduces the strength of the flow along the hot and
cold walls. Hence, heat transfer decreases with an increase
in partition length.

�iii� In the partially divided enclosure, the effect of the parti-
tion on heat transfer rate is more up to intermediate Ray-
leigh numbers �maximum reduction of 45%�, whereas at
higher Rayleigh numbers, the effect of the partition on
heat transfer rate decreases �maximum reduction of 30%�
because of an increase in the horizontal component of ve-
locity at the partition tip, which increases the interaction of
fluids between hot and cold regions. But for the com-
pletely partitioned enclosure, the Nusselt number value de-
creases within the range of 42–48% with an increase in
Rayleigh number from 104 to 106.

Nomenclature
A � aspect ratio, W /H
H � height of an enclosure �m�
P � dimensionless pressure, pW2 /��2

Pr � Prandtl number, �Cp /k
Ra � Rayleigh number, g	�Th−Tc�H3 /
�

S � thickness of the end walls �m�
T � dimensional temperature �K�
U � dimensionless velocity in the x direction,

uW /�
V � dimensionless velocity in the y direction,

vW /�
W � width of an enclosure �m�
X � dimensionless coordinate parallel to the end

walls, x /W
Y � dimensionless coordinate normal to the end

walls, y /W
b � thickness of the partitions �m�
g � gravitational acceleration �m/s2�
h � local convective heat transfer coefficient

�W/m2 K�
k � thermal conductivity of air �W/m K�
l

Rayleigh numbers on the mean Nus-
nd
� length of partitions �m�
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p � thermodynamic pressure �N/m2�
u � velocity in the x direction �m/s�
v � velocity in the y direction �m/s�
x � dimensional coordinate parallel to the end

walls
y � dimensional coordinate normal to the end walls

reek Symbols
� � thermal diffusivity �m2/s�

 � kinematic viscosity �m2/s�
� � dimensionless temperature �T−Tc� / �Th−Tc�
	 � thermal expansion coefficient �K−1�
� � angle of inclination �deg�
� � absolute viscosity �N s/m2�
� � density of the fluid �kg/m3�

�0 � dimensionless reference temperature

ubscript
Cp � specific heat of fluid �J/kg K�
kp � conductivity of partition �W/m K�
kr � conductivity ratio kp /k

Nu � average Nusselt number
Nuy � Nusselt number along the hot wall, hW /k

Th � hot wall temperature �K�
Tc � cold wall temperature �K�
T0 � reference temperature, �Th+Tc� /2
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n thermomechanical data storage, a heated atomic force micro-
cope cantilever tip is in contact with and scans over a polymer
lm. Heating in the cantilever and cantilever tip induces local
eformation of the polymer near the tip, with indents as small as
2 nm. This paper reports a simple modeling approach for pre-
icting heat and mass transfer in the cantilever tip and polymer
ith the goal of predicting indent formation conditions. The model
ccounts for subcontinuum conduction in the cantilever tip and
or the time- and temperature-dependent mechanical properties of
he polymer. Simulations predict steady state and transient indent
ormation, and the results compare well with data. For loading
orces 30–200 nN and a tip radius of 20 nm, a cantilever tem-
erature of 200°C is required to form an indent at steady state.
or heating pulses as short as 5 �s, the cantilever temperature

equired for bit formation is as high as 500°C. By quantifying the
onditions required for indent formation, this work may improve
he operation of heated probes for thermomechanical data
torage. �DOI: 10.1115/1.2764088�

ntroduction
In thermomechanical data storage �1–3�, a heated atomic force
icroscope �AFM� cantilever tip locally melts and deforms a

olymer layer to form nanometer-scale data bits. Figure 1 illus-
rates this technology, in which critical figures of merit are data bit
ensity and the time and temperature required to write data bits.
his paper reports a simple modeling approach to predict heat

ransfer in the nanoscale silicon probe tip and the polymer layer
uring thermomechanical indentation formation.

Thermomechanical data storage technology has a spatial reso-
ution and writing rate that are governed by heat transfer in the
antilever tip. Past work investigated thermal conduction within
he cantilever with the goal of minimizing the time required for
emperature changes near the tip region �4�. Research on high-
esolution thermal microscopy motivated several studies of ther-
al and thermoelectric transport at the contact of a probe tip and
surface �5–8�. However, no previous work considered thermal

onduction in a silicon AFM cantilever tip or its interaction with a
olymer layer.

Previous published work on thermomechanical data storage
oted the temperature, time, and loading force required to form a
ata bit but did not examine the process of data bit writing in
etail. Previous studies �3,9� found a minimum temperature of
50°C in the cantilever heater region required to form indents in
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thin layers of polymethyl methacrylate �PMMA�. The temperature
of the cantilever heater region can be found by measuring the
electrical resistance of the cantilever, which is a function of tem-
perature �10�. The minimum writing temperature of 350°C is
higher than the glass transition temperature of PMMA, which is
100–120°C �11�. It is not well understood why the cantilever
heater temperature must significantly exceed the polymer glass
transition temperature in order to form an indent.

This paper considers thermal conduction along the cantilever
tip in steady contact with the polymer to find the temperature
distribution along the length of the cantilever and the temperature
at the tip-polymer interface. The analysis also considers the melt-
ing of the polymer and motion of the tip into the polymer to
predict indentation formation conditions.

Technical Approach
The most rigorous study of heat conduction in the cantilever tip

would provide a detailed account for phonon dispersion, and scat-
tering on the tip walls and other phonons �12�. Several unknown
experimental parameters mitigate the practical impact of the most
rigorous approach. These include the presence of native silicon
oxide on the tip, uncertainty in the tip shape, tip wear, and the
evolution of these parameters over long times and temperatures.
The degree of thermal conductivity anisotropy in the polymer
layer is not known, and the surface tension and viscoelastic prop-
erties at length scales comparable near the polymer radius of gy-
ration have not been measured, nor do good physical models exist
for their prediction. This study employs an approximate model of
phonon transport in the cantilever tip. Because the uncertainties in
the experimental parameters are large compared to the uncertainty
in the chosen model, a more rigorous model may not yield useful
insight without advancement in the related experiments.

Figure 2 shows thermal conduction resistances in the cantilever
tip and polymer substrate. Heat flows from the cantilever into the
substrate across the air gap and through the cantilever tip. The
thermal resistance across the air gap between the cantilever and
the substrate is Rsubstrate and calculated from a shape factor �13�.
The total thermal conduction resistance along the length of the
cantilever tip is

Rtot =�
x=0

h
4x

�d2k�x�
dx +

16

C��dcontact
2 + Rsubstrate �1�

where the first term is Rtip, the thermal conduction resistance
along the x direction, the second term is the thermal interface
resistance Rinterface that enforces a phonon scattering site at the
tip-polymer interface, and the third term is Rspread, the thermal
resistance due to the spread of heat in the polymer layer. Note that
Rspread is the thermal resistance to heat flow from the end of the
tip, while Rsubstrate is the thermal resistance to heat flow from the
cantilever heater region. The interface thermal resistance is thus
calculated by enforcing that all of the available phonons scatter at
the tip-polymer interface �14�, and Rinterface is typically
106–108 K/W. The value of Rspread is typically 108–109 K/W,
found from solution to the heat conduction equation in the poly-
mer layer.

The tip is modeled as a half-sphere mounted onto the end of a
cone. The conduction analysis divides the tip into finite volume
elements. The resistance to heat flow away from the tip is much
greater than the resistance to heat flow within the tip, and thus the
temperature along the tip can be analyzed as a one-dimensional
problem. Thermal conduction is calculated between adjacent vol-
ume elements in the tip, conduction to the nearby air, and radia-
tion to the nearby surfaces. The thermal conductivity in the tip is

calculated using Matthiessen’s rule �15,16�.
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k�x� =
1

3
Cv� 1

�−1 + d�x�−1� �2�

here x is the vertical position along the tip, d is the local tip
iameter, k is the local thermal conductivity of the tip, C is the
olumetric heat capacity, v is the average phonon speed, and � is
he phonon mean free path in the bulk material �15�. A value of
.8�109 W/m2 K is used for the product Cv �17�. The model
ssumes constant Cv, which will produce an error of not more
han 15%. The temperature dependence of the bulk thermal con-
uctivity of silicon is modeled using a fit to room temperature
ata for bulk samples �18�, and so � is a function of temperature.
Typical tip loading forces are in the range of 5–300 nN �3,9�

nd so adhesive forces can be neglected �19�. While the PMMA
olymer data layer is relatively hard with Young’s modulus of
.0�109 Pa �11�, it is much softer than the silicon tip and elasti-
ally deforms when unheated. An exact solution �20� is available
or the indentation of a half-sphere into a nonadhering elastic
urface, which relates the loading force Fload to the contact con-
itions

Fload =
G�

1 − �
��rcontact

2 + rtip
2�log� rtip + rcontact

rtip − rcontact
	 − rtiprcontact�

�3�

here G� is the elastic modulus, rcontact is the radius of contact

ig. 1 Schematic of the bit-writing process and thermome-
hanically written indentations in polymer
nd half the value of dcontact, and rtip is the tip radius of curvature.

ournal of Heat Transfer
Poisson’s ratio is �=0.35 for PMMA at room temperature. Once
the polymer is heated above its glass transition point, it can be
considered to be incompressible with �=0.5 �11�. The thermal
resistance of the portion of the tip that penetrates into the polymer
is neglected, as the thermal resistance of the polymer is signifi-
cantly greater than the thermal resistance of the tip.

Heat flows from the side of the tip through radiative exchange
with the heater and the substrate and conduction to the surround-
ing air. This steady-state model assumes that conduction across
the cantilever-polymer air gap produces a constant, linear tem-
perature gradient across the gap. Typical heating times are
1–50 �s �4,21� which are much longer than the time for heat to
diffuse across a typical cantilever-substrate air gap of thickness
0.3–1 �m which is approximately 100 ns. Thus, the air between
the cantilever and substrate is at thermal steady state. The resis-
tance to thermal conduction between the tip and the air depends
only on the Knudsen slip resistance, which accounts for the diam-
eter of the tip being smaller than the mean free path of the air
molecules �13,22�.

The tip is discretized into 1000 volume elements along its axis,
and the temperature distribution is found using Gauss-Seidel itera-
tion on the heat flow along the length of the tip. Temperature
predictions are validated by an energy balance on each volume
element and on the entire tip, and compare well with analytical
solutions in which the thermal conductivity is held constant. The
calculated value of Rspread compares well with a shape factor for a
disk source on an infinite half-space �22�. For transient analysis,
time steps of 1% of the total simulation time yield a numerical
solution that agrees to within 2% of the analytical solution for
constant-temperature boundary conditions in both radial and nor-
mal directions.

A comparison of the heat conduction paths along the cantilever
tip and across the air gap finds that the temperature at the tip-
polymer interface Tinterface is much higher than the temperature at
the polymer surface away from the tip Tpl-surf. Because the tem-
perature at the tip-polymer interface is much higher than the tem-
perature anywhere else on the substrate surface, the cantilever
might be used as a tool for highly local thermal processing or
manufacturing �23,24�. Comparison of heat flow through the tip
and across the air gap separating heater and polymer shows that

Fig. 2 Thermal resistance network showing the heat transfer
modes influencing tip-sample interface temperature
significantly more heat travels across the cantilever-substrate air

NOVEMBER 2007, Vol. 129 / 1601
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ap than travels through the length of the cantilever tip. Thus, it is
he thermal impedance of the cantilever-substrate air gap not the
hermal impedance at the cantilever tip-polymer interface, which
overns thermal data reading �13,25,26�.

Figure 3 shows the effect of loading force on interface tempera-
ure. The tip loading force influences the area of tip-polymer con-
act, which in turn affects the interface temperature. For the small-
st tip radii, the tip-polymer interface temperature is relatively
lose to the cantilever heater temperature. However, as the tip
harpness decreases, the tip-polymer interface temperature de-
reases dramatically. For indents written into PMMA films, the
MMA has a glass transition temperate in the range of
00–125°C, also shown in Fig. 3.

By coupling the mechanical and thermal analysis of bit forma-
ion, it is possible to predict the onset of data bit formation and the
ltimate data bit size for a given heater temperature, heating time,
nd loading force. In the measurements reported on thermome-
hanical writing �1,3,27�, the cantilever has a tip of height of
00 nm, tip radius of curvature of 20 nm, spring constant near
.05 N/m, and a mechanical resonance frequency near 100 kHz.
he polymer data substrate is a bilayer consisting of 35 nm of
MMA on 80 nm of epoxy, which resides on a silicon substrate.
n the writing experiments, a cold cantilever tip is brought into
ontact with a cold polymer surface. After tip-polymer contact,

ig. 3 Predicted steady-state tip-polymer interface tempera-
ure as a function of loading force for a range of heater tem-
eratures and a tip radius of curvature of 20 nm. The shaded
egion represents the glass transition region, above which a bit
ill be written for long heating pulses.
he base of the cantilever is brought closer to the substrate such

602 / Vol. 129, NOVEMBER 2007
that the cantilever tip is pressed into the substrate. The cantilever
tip loading force Fload is the product of this displacement and the
cantilever spring constant k. The cantilever heats for a fixed time
to a known temperature.

The temperature-dependent mechanical modulus of the polymer
is calculated as a function of temperature, pressure, and time. The
temperature dependence takes the form of the Williams Landel
Ferry shift parameter �28�, which is used to extract viscous and
elastic polymer properties from tabulated values �29�. For times
comparable to and longer than 10 ms, the cantilever is in thermal
and mechanical equilibrium with the polymer data layer. Figure 3
shows predictions for the tip-polymer interface temperature as a
function of loading force for various heater temperatures. The
model predicts that the lowest heater temperature at which a bit
could be written is near 200°C for a loading force above approxi-
mately 75 nN.

The cantilever motion of the cantilever tip can be described
through an equation of motion

mcantẍ + kcantx = Fload − Fpl �4�

where mcant is the mass of the cantilever calculated as in previous
work �3,9�, x is the vertical position of the cantilever tip, and Fpl
is the force with which the polymer resists tip motion. The force
with which the polymer resists tip motion is a function of the
temperature field in the polymer near the tip.

Solution of the two-dimensional transient diffusion equation
within the polymer show that for all of the present calculations,
the thickness of the softened polymer is thinner than the tip radius
of curvature. The tip motion through the polymer can thus be
modeled as a lubrication problem, where the viscoelastic polymer
is squeezed between the hardened tip and the hard, cool polymer.
An analytical solution for the force required to displace the lubri-
cation layer links the tip motion to polymer relaxation. At every
time step, the simulation tests whether the tip loading force is
sufficient to move the tip one finite volume element thickness into
the polymer layer. The force with which the polymer resists tip
penetration Fpl can be divided into the viscous resistance �30� and
the elastic resistance of the polymer �28�

Fpl = 3�
�plrtip

4

tpl
3 ẋ + 3�G�rtip

2� �5�

where �pl is the polymer viscosity, tpl is the average thickness of
the softened polymer near the tip, and � is the strain in the melted
polymer. If the criteria for tip motion are met, then the tip moves
one element into the polymer. The new position of the tip serves
as a position of the constant-temperature boundary in the solution
of the heat equation. Since the tip penetration is limited by the
squeeze flow of the soft polymer between the tip and the hard
polymer beneath, once the polymer flows away from the tip, it
exerts negligible force on the tip. The simulation stops when the
tip has penetrated to a depth of 10 nm.

Figure 4 shows measurement and prediction results for writing
conditions required to form an indent for tip loading forces of
30–100 nN. The measurements are from Refs. �1,27�. Predictions
from the modeling of the present study are shown for both a
moving tip and for steady-state thermal conditions. To within ex-
perimental error and measurement scatter, the modeling and simu-
lation of the present work compare well with measurements.

The drop in threshold writing temperature for longer writing
times is due to three factors: the inertia of the cantilever which
must be overcome for tip motion, heat diffusion into the polymer,
and the viscoelastic response of the polymer to tip penetration.
First, the cantilever mechanical time constant prohibits a data bit
from being written much faster than approximately 10 �s, so due
only to the cantilever mechanical time constant, one expects an
asymptotic increase in threshold writing temperature as heating
times decrease to near 1 �s. The steep increase in temperature
required to write a data bit for short times also corresponds to the

time required for heat to diffuse into the polymer layer away from

Transactions of the ASME
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he tip, and the time- and temperature-dependences of the polymer
roperties away from the tip. As shown in Eq. �5�, the force with
hich the polymer resists tip penetration has an inverse cubic
ependence on the thickness of the soft polymer near the penetrat-
ng tip. The long time behavior of tip penetration, which asymp-
otically approaches a threshold bit-writing temperature of ap-
roximately 200°C, is a function of only the polymer
emperature-dependent shear modulus.

The two loadings for which predictions are made bound the
easonable practical loading window of the present thermome-
hanical data storage cantilever. The large experimental scatter
an be attributed to the difficulty of calibrating the cantilever heat-
ng temperature and loading force, as well as the difficulty of
ccurately measuring features of size near 10 nm. The predictions
how a 20–50°C difference in threshold writing temperature be-
ween the 30 nN and 100 nN loading forces at a given heating
ime.

Figure 4 provides insight into the previously published experi-
ental results that a threshold temperature of 350°C writes a data

it �5,14�. One possible explanation is that, as shown in Fig. 3,
50°C is the temperature at which a bit is always written, regard-
ess of loading force. Another important parameter is that these
eports always wrote bits at 10–20 �s, for which the predictions
f Fig. 4 show that the threshold writing temperature is
00–350°C.

The shape of the cantilever tip can impact the onset writing
onditions. Previous work has shown that an AFM tip can wear
ver time �31,32�. The limits of data density in a thermomechani-
al data storage system depend on the sharpness of the cantilever
ip, and thus it is desirable to reduce the wear of the tip as much
s possible. The tip shape affects not only the size of the ultimate
it but also the time and temperature required for bit formation.

Errors in the analysis of bit writing originate from four sources:
odeling error for the thermal conductivity of the tip, differences

etween tabulated properties for bulk PMMA and the actual prop-
rties of PMMA in an ultrathin film, errors in modeling the value
f Fpl, and numerical errors. The most significant errors are mod-
ling errors, in which the simple modeling approach does not
ccurately capture all of the relevant physics. The phonon scatter-
ng model induces a temperature error of 15% through the as-
umption of constant Cv and additionally induces a temperature

ig. 4 Prediction of the threshold conditions of time, tempera-
ure, and tip loading force required to produce a data bit for a
0 nm tip radius of curvature. The predictions compare well
ith data. The gray area shows predictions for near-equilibrium
onditions.
rror of 5% in the interface resistance model. Errors in Fpl origi-

ournal of Heat Transfer
nate from the approximate polymer flow model and from un-
known property values. The sum of these errors yields a total error
of +7% /−22% in time and +6% /−23% in temperature. Figure 4
shows the overall error of the present modeling approach through
error bars on the smooth prediction curves.

Conclusions
This paper describes simple modeling of the time, temperature,

and force required to form a data bit indentation with a heated
silicon probe tip. The predictions compare well with data for a tip
radius of 20 nm, a polymer layer thickness of 35 nm, and a range
of loading force, time, and heating temperature. The modeling and
simulation approach and results could be used to improve writing
rate and data density of thermomechanical data storage device.
One possible improvement in the cantilever design would be to
increase the cantilever resonance frequency while preserving the
cantilever spring constant, which would allow high loading forces
and improved cantilever mechanical response time. Improved ex-
periments that carefully track the physical parameters present in
thermomechanical data storage would motivate a more rigorous
study of heat flow in the cantilever tip and polymer mass trans-
port. The appropriate simulations would then consider the phonon
radiation problem in the tip and the full flow field in the polymer.
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Nomenclature
d 	 local tip diameter

dcontact 	 diameter of tip-polymer contact
k 	 thermal conductivity of tip

kcant 	 spring constant of cantilever
rtip 	 tip radius of curvature
tpl 	 thickness of melted polymer
v 	 average phonon velocity
x 	 vertical tip position
C 	 heat capacity of the silicon cantilever tip

Fload 	 tip loading force
Fpl 	 force with which polymer resists tip

penetration
G 	 polymer shear modulus

Rcontact 	 tip-polymer thermal contact resistance
Rspread 	 thermal spreading resistance in polymer

� 	 Poisson’s ratio in polymer
�pl 	 polymer viscosity
� 	 phonon mean free path
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ransition Boiling Heat Transfer of
roplet Streams and Sprays

ohn D. Bernardin
pace Sciences and Applications Group,
os Alamos National Laboratory,
.O. Box 1663, MS D466,
os Alamos, NM 87545

ssam Mudawar
oiling and Two-Phase Flow Laboratory,
chool of Mechanical Engineering,
urdue University,
est Lafayette, IN 47907

n experimental study was performed to characterize the transi-
ion boiling heat transfer rate from a surface to a stream of im-
inging water droplets and to extrapolate this information to pre-
ict the transition boiling heat transfer of a dilute spray. First,
ransition boiling heat transfer data were gathered for a continu-
us stream of monodispersed water droplets striking a polished
ickel surface. From these data, empirical correlations were de-
eloped to describe the heat transfer rate and heat transfer effi-
iency for droplet velocities between 1.0 m s−1 and 7.1 m s−1,
roplet diameters ranging from 0.250�10−3 m to 1.002
10−3 m, and surface temperatures covering 110–240°C. By

roperly accounting for the hydrodynamic differences between a
pray and a single droplet stream, the empirical single droplet
tream heat transfer correlations were effectively extrapolated
nto a model for predicting the transition boiling heat flux of dilute
prays �Q��0.5�10−3 m3 s−1 m−2�. �DOI: 10.1115/1.2764090�

eywords: droplet, spray, transition boiling, heat transfer

ntroduction
The transition boiling heat transfer regime plays an important

ole in materials processing, power generation, and electronic
ooling applications. However, because of its complex and un-
teady behavior, it has historically been the least studied of the
arious boiling regimes. Furthermore, the multifaceted aspects of
pray hydrodynamics add further difficulty to the study and un-
erstanding of spray transition boiling heat transfer.

The basics of spray boiling heat transfer and the definitions of
he four distinct heat transfer regimes are best described by the
ransient quenching curve, as shown in Fig. 1. At relatively high
urface temperatures the film boiling regime exists. In this regime,
iquid-solid contact is very brief as the liquid becomes separated
rom the surface by an insulating vapor layer, resulting in low heat
uxes and slow cooling rates. The lower temperature limit of the
lm boiling regime is referred to as the Leidenfrost point, which
eparates the film and transition boiling regimes. Within the tran-
ition boiling regime, the liquid droplets make partial and ex-
ended contact with the solid surface, as evident by the higher heat
uxes and faster cooling rates. Unique to the transition boiling
egime, the heat transfer rate is inversely proportional to the sur-
ace temperature. As the surface temperature decreases in the tran-
ition boiling regime, the droplet-to-surface contact time increases
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along with a corresponding increase in the surface heat flux. At
the lowest temperature limit of the transition boiling regime, the
critical heat flux �CHF� point is encountered. At this point, the
liquid droplets make efficient contact with the surface, and boiling
heat fluxes as well as cooling rates are at their highest values.
Below CHF, the nucleate boiling regime exists. In this regime, the
liquid droplets effectively wet the surface and the heat fluxes are
large, rapidly decreasing with surface temperature to the lower
limit, termed the bubble incipience point. Below this limit, heat
transfer occurs by single-phase convection.

Figure 1 is quite general, and the shape of the plot is highly
influenced by fluid thermal and hydrodynamic properties, the
heated surface characteristics, and surface orientation. Missing
from Fig. 1 are the influential aspects of the droplet hydrodynamic
parameters including diameter, velocity, frequency, and volumet-
ric flux, as well as the surface properties.

Several qualitative studies have been performed to investigate
the many parameters that influence the transition boiling behavior
of individual impinging droplets. Chandra and Avedisian �1� used
flash photography to investigate the influence of surface tempera-
ture on the droplet spreading structure for n-heptane droplets im-
pinging upon a polished stainless steel surface. Inada et al. �2�,
Takeuchi et al. �3�, and Makino and Michiyoshi �4� all used high
speed photography to study the influence of various droplet and
surface parameters on the transition boiling behavior of impinging
water droplets. More recently, Bernardin et al. �5,6� used high
speed and still photography to develop photographic libraries and
droplet regime maps to identify the effects of droplet velocity,
surface temperature, and surface roughness on the spreading and
heat transfer characteristics of impinging water droplets. Bernar-
din et al. also made heat transfer measurements to estimate the
CHF and Leidenfrost points, the boundaries of the transition boil-
ing regime.

The characterization of droplet heat transfer is typically accom-
plished by measuring the average heat flux, average heat transfer
coefficient, or droplet heat transfer efficiency, the latter of which
is defined by

� =
Qsd

Qmax
=

Qsd

� f

�d0
3

6
hfg�

�1�

Araki et al. �7� developed an analytical model and incorporated
empirical data to estimate the transition boiling heat transfer co-
efficient for a stream of water droplets impinging upon a heated
surface. Inada et al. �2� employed transient temperature measure-
ments and a two-dimensional �2D� analytical model to determine
the transition boiling heat flux to impinging water droplets over a
wide range of liquid subcooling. Takeuchi et al. �3� and Senda et
al. �8� used similar transient quenching techniques of a hot surface
by a stream of water droplets to measure the heat transfer rate and
heat transfer efficiency over a range of surface temperatures as
well as droplet velocities and frequencies.

Deb and Yao �9� used a dimensional analysis to develop the
following heat transfer efficiency for a single impinging drop in
the transition and film boiling regimes:

�sd = 0.0273 exp�0.081�ln�We/35 + 1�
�B + S/60.5�1.5 �

+ 0.2109KB exp	 − 90

We + 1

 �2�

where the dimensionless parameters are We=� fuo
2do /�, B

=cp,g�Ts−Tsat� /hfg, K=kg / �cp,g�g�, and S= �k�cp�s
0.5 / �k�cp�steel

0.5 −1.
The droplet studies discussed here provide important qualitative

and quantitative information concerning the heat transfer charac-
teristics of individual droplets. However, they do not provide the

tools to directly predict the heat transfer rate of a spray.
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The primary influential parameters for a transitional boiling
eat transfer rate in sprays have been reported to include surface
emperature, droplet diameter, droplet velocity, and spray volu-

etric flux �9–13�.
The droplet diameter has been reported to be of minor influence

n the spray transition boiling heat flux. Mudawar and Valentine
14� as well as Klinzing et al. �10�, using full cone spray nozzles,
bserved the heat flux to decrease slightly with an increase in
roplet Sauter mean diameter over a range of 0.633
10−3–1.350�10−3 m. Yao and Choi �13� and Deb and Yao �9�,

tilizing an impulse droplet atomizer to create a spray of uniform
roplets, saw little or no influence of droplet diameter on the
ransition boiling heat flux.

The transition boiling heat flux was consistently observed to
ncrease with droplet velocity for a variety of studies covering a
ide range of spray parameters �9–13�. In all cases, the relation-

hip between the heat flux and droplet velocity was highly non-
inear and very much dependent on the surface temperature and
olumetric spray flux.

The second most dominant parameter in spray transition boiling
eat transfer is the spray volumetric flux. In Refs. �9,12,13�, the
ffects of volumetric spray flux were isolated by utilizing a mono-
ispersed spray generator to maintain a uniform droplet diameter
nd velocity while adjusting the volumetric spray flux. From the
ata presented in those studies, the heat flux appeared to increase
inearly with increasing volumetric spray flux �0.000091�Q�

0.0021 m3 s−1 m−2�. Klinzing et al. �10� employed a full cone
pray nozzle and also found heat flux to increase with volumetric
pray flux, although the relationship depended on whether the
pray was dilute �Q��0.0035 m3 s−1 m−2� or dense �Q�

0.0035 m3 s−1 m−2�. It should be noted that although no quan-
itative categorization of dilute and dense sprays exists, studies
9,10,13,15� have reported liquid volumetric spray flux values in
he range of 0.0002–0.0035 m3 s−1 m−2 as the boundary between
he two spray regimes.

Empirical spray transition boiling heat transfer correlations
ave been developed for water sprays �10,11,14� over a range of
pray conditions. Klinzing et al. �14� presented the following cor-
elation for the transition boiling heat flux qtrans� , for full cone

ig. 1 Temperature-time history of a surface during spray
uenching with a subcooled liquid
ater sprays based on local spray hydrodynamic parameters of

606 / Vol. 129, NOVEMBER 2007
liquid volumetric flux �0.6�10−3�Q��9.96�10−3 m3 s−1 m−2�,
mean droplet velocity �10.6�um�26.5 m s−1�, Sauter mean drop
diameter �0.434�10−3�d32�2.005�10−3 m�, and surface tem-
peratures up to 400°C,

qtrans� = qCHF� −
qCHF� − qmin�

�	TCHF − 	Tmin�3 �	TCHF
3 − 3	TCHF

2 	Tmin

+ 6	TCHF	Tmin	T − 3�	TCHF + 	Tmin�	T2 + 2	T3�
�3�

where

qCHF� = 122.4�ghfgQ��1 + 0.0118	�g

� f

0.25	� fcpf	Tsub

�ghfg

�

�	 �

� fQ�2d32

0.198

�4�

and

	TCHF = TCHF − Tf = 18���ghfgQ��	 �

� fQ�2d32

0.198�0.180

�5�

and qmin� and 	Tmin are given in Eqs. �6� and �7� for dilute sprays
�Q��3.5�10−3 m3 s−1 m−2�,

qmin� = 33.244 � 105Q�0.544um
0.324 �6�

	Tmin = 204.895Q�0.066um
0.138d32

−0.035 �7�
Reviews of the literature have revealed that while there have

been several qualitative and quantitative studies of the transition
boiling characteristics of droplets and sprays, a comprehensive
model that possesses the ability to accurately model and predict
the transition boiling heat transfer rate of a complex spray is still
unavailable. The object of the present study is to construct a spray
transition boiling heat transfer correlation based on the heat trans-
fer characteristics of a single droplet stream and the statistical
droplet distributions of sprays. To achieve this goal, quantitative
assessments are made regarding the significance of droplet diam-
eter, droplet velocity, and surface temperature on the transition
boiling heat transfer rate for a single stream of impinging droplets.
The empirical correlations that capture these quantitative assess-
ments are then combined with a basic analytical spray heat trans-
fer model to arrive at a semiempirical model for the transition
boiling heat flux of a spray. Finally, the spray heat transfer model
is compared to empirical spray transition boiling heat transfer cor-
relations to demonstrate its effectiveness and limitations.

Experimental Apparatus and Procedures
Figure 2 displays the experimental apparatus used to study the

transition boiling heat transfer from a heated surface to a con-
trolled single stream of water droplets. The apparatus is comprised
of a water delivery system, a droplet generator and associated
electronics, a heater module with instrumentation, and a data ac-
quisition system. Complete details for all of the experimental
equipment can be found in Refs. �16,21�, and thus only a brief
summary is given here.

The droplet generator �16–19�, developed to produce monodis-
persed droplets, was equipped with one of four stainless steel
orifice plates possessing orifice diameters of 0.130�10−3 m,
0.249�10−3 m, 0.343�10−3 m, and 0.533�10−3 m, to produce
droplets with respective diameters of 0.244�10−3 m, 0.468
�10−3 m, 0.645�10−3 m, and 1.002�10−3 m �21�. The droplet
generation process is achieved by forcing liquid through a narrow
orifice to develop a laminar jet, which is then mechanically vi-
brated over a narrow frequency range and forced to disintegrate
into a periodic stream of uniformly sized droplets. Rayleigh �20�
demonstrated that an axisymmetric disturbance, whose wave-
length is greater than the circumference of the laminar jet, would

overcome surface tension forces and cause the jet to break up into
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series of uniform droplets. Bernardin and Mudawar �16� showed
hat the optimum jet breakup frequency f0 can be related to the
roplet velocity u0, droplet diameter d0, most unstable wavelength
opt, or jet diameter D by

f0 =
u0


opt
=

u0

2.35d0
=

u0

4.44D
�8�

A piezoceramic crystal, powered by a signal generator and
ower amplifier, was used to produce the mechanical vibrations
or the droplet generator. As shown in Fig. 2, an oscilloscope was
onnected to the output of the power amplifier to precisely deter-
ine the electric field frequency. Furthermore, a strobe light, con-

ected parallel to the output signal, was used to visually verify the
uccessful breakup of the liquid jet into discrete droplets and to
erify that the prescribed electrical disturbance frequency
atched the droplet frequency. As discussed in Ref. �16�, the

roplet velocity was set by adjusting the flow rate to the generator
or a given orifice diameter. This droplet generation technique
reated very stable and consistent droplet streams where no
roplet-droplet interaction was witnessed prior to impact with the
eated surface.

Table 1 summarizes the mean droplet diameters, velocities, and
requencies used in this study. Droplet diameters and velocities
ere measured with a Kodak Ektapro 1000 video motion analyzer

n conjunction with a 200 mm zoom lens and a graduated ruler.
easured droplet diameters and velocities were within 10% and

%, respectively, of the values listed in Table 1.

Fig. 2 Droplet heat transfer apparatus

Table 1 Single droplet stream test parameters

Test
number

do�103

�m�
Qss�109

�m3 s−1�
uo

�m s−1�
f

�s−1�

1 0.250 40 3.0 5218
2 0.250 63 4.8 8311
3 0.250 78 5.8 10,162
4 0.250 94 7.1 12,327
5 0.468 74 1.5 1372
6 0.468 97 2.0 1817
7 0.468 120 2.5 2233
8 0.645 144 1.6 1032
9 0.645 177 1.9 1265
10 1.002 227 1.0 432
11 1.002 253 1.1 481
ournal of Heat Transfer
The heater module was designed to measure the heat transfer
rate to a single stream of droplets impinging upon the polished
nickel-plated surface. Wrapped around the circumference of the
heater assembly was an electrical resistance heater �200 W at
120 V ac�, which was powered by a variable ac voltage trans-
former. The heater assembly employed four calibrated type-K
thermocouples �±0.2°C� to measure the heat conducted to the
surface and dissipated by the droplet stream. The thermocouples,
made from 0.076 mm �0.003 in.� diameter wires and inserted into
0.343 mm �0.135 in.� ceramic tubes, were placed at a depth of
3.99 mm �0.157 in.� and a spacing of 2.54 mm �0.10 in.�. This
heater configuration ensured a one-dimensional heat flow along
the instrumented section �16,21�. A one-dimensional curve fit to
the thermocouple readings allowed for an extrapolation of the
surface temperature and heat flux. An error analysis based on
uncertainties in geometry, thermocouple calibration values, copper
thermal conductivity, and heat losses resulted in a maximum error
of 7% in heat flux measurements �16,21�.

Distilled water was used as the working fluid for all tests. To
minimize the risk of contamination, the liquid was never recircu-
lated in the flow apparatus. The clean fluid and intermittent repol-
ishing of the test surface minimized the likelihood of changes in
the heater surface conditions.

For a detailed description of the experimental test procedure,
the reader is directed to Ref. �16�.

Results

Experimental Measurements and Data Correlation. Figure 3
shows three data sets, typical of the experimental results obtained
in this study. The plot displays the surface heat flux versus the
temperature difference between the heater surface and the droplet
for three different droplet stream conditions. These data sets en-
compass the transition boiling regime, from the CHF point to the
Leidenfrost point. Additional data corresponding to the nucleate
and film boiling regimes were obtained to identify the boundary
points of the transition boiling regime but were omitted from Fig.
3 �16,21� for data correlation purposes.

Similar to the approach used in Ref. �16� for film boiling heat
transfer, the transition boiling heat transfer rate for a single droplet

Fig. 3 Empirical data of heat flux from a heated surface to a
single stream of droplets with a given diameter and velocity
stream was correlated in this study to the following form:

NOVEMBER 2007, Vol. 129 / 1607
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qss = a1	Tf
a2d 0

a3u0
a4 �9�

here a1–a4 are empirically determined coefficients. Using a lin-
ar least squares fitting technique, the following form of the cor-
elation was obtained:

qss = 7.7 � 107	Tf
−1.279d0

1.073u0
0.595 �10�

here qss, 	Tf, d0, and u0 have the units of W, °C, m, and m s−1,
espectively. Figure 4 displays this correlation against the empiri-
al data and indicates that the majority of the data lies within a
/−15% bracketed band about the correlation. Given this data

catter and the uncertainties in the droplet diameter, droplet veloc-
ty, and heat flux measurements, it is estimated that Eq. �10� has a

ean uncertainty of 11%.
While Eq. �10� describes the transition boiling heat transfer rate

o a droplet stream, it does not indicate the efficiency of the heat
ransfer process. Droplet heat transfer efficiency, as defined previ-
usly in Eq. �1�, is the ratio of the actual to the maximum possible
mount of heat transferred from a surface to a droplet. For a single
roplet stream, this can be represented by

�ss =
Qsd

Qmax
=

qss

f� f

�d0
3

6
hfg�

�11�

Substituting Eqs. �8� and �10� into Eq. �11� gives the transition
oiling heat transfer efficiency of the single droplet streams inves-
igated in this study,

�ss =
3.46 � 108

� fhfg�
	Tf

−1.279d0
−0.927u0

−0.405 �12�

Equation �12� corresponds to a closely packed or high fre-
uency stream of droplets where a significant interference from
uccessive drops occurs during the impact and heat transfer pro-
ess on the heater surface. Consequently, the efficiency predicted
y Eq. �12� will be lower than those obtained for single droplets
r dilute sprays.

Equations �10� and �12� are valid for water droplet streams of
niform diameter, frequency, and velocity and for the following
arametric ranges: 100�	Tf �220°C, 0.250�10−3�d0
1.002�10−3 m, and 1.0�u0�7.1 m s−1

Dilute Spray Modeling and Assessment. In this section, the
eat transfer correlation for a single droplet stream is incorporated

ig. 4 Correlation of the single droplet stream transition boil-
ng heat transfer rate data
nto the development of a semiempirical model of the transition

608 / Vol. 129, NOVEMBER 2007
boiling heat flux for a dilute spray, qsp� . A spray may be thought of,
in a simplistic manner, as a series of droplet streams impinging
upon a heated area. Furthermore, as pointed out in Ref. �16�, it is
reasonable to expect that the interaction between droplets in a
spray will be different than in a droplet stream. Therefore, to
model a spray as a series of droplet streams, a correction must be
applied to account for differences in heat transfer efficiency of a
spray and of a droplet stream. The entire mathematical develop-
ment of this model and justification of the supporting arguments
parallels that found in Ref. �16� for a similar model of spray film
boiling, and thus the reader is directed to that reference for all of
the supplementary information. Taking the approach outlined in
Ref. �16�, but employing the transition boiling expressions of Eqs.
�10� and �12� of the present study, and replacing the single stream
droplet diameters and velocities with, respectively, the spray Sau-
ter mean diameter d32 and the spray mean droplet velocity um, the
following transition boiling heat flux prediction for a dilute spray
may be obtained:

qsp,pred� = � fhfg� Qsp� �sd	1 −
Qsp�

Qsp,dense�

 + 3.46

� 108	Tf
−1.279d32

−0.927um
−0.405	 Qsp�

2

Qsp,dense�

 �13�

where the spray flux corresponding to a dense spray, Qsp,dense� , was
reported in Refs. �10,16� to be approximately 5
�10−3 m3 s−1 m−2, as the lower limit for a fully dense spray.

The transition boiling heat transfer efficiency for a single im-
pinging droplet, �sd, can be determined directly from Eq. �2�. An-
other approach, which is more applicable to full cone water
sprays, is to divide Eq. �3� by the maximum amount of heat trans-
fer to a spray, �fhfg� Qsp� , and evaluate the result at a dilute volu-
metric spray flux of 0.175�10−3m3 s−1m−2 �16�. This approach
does not account for all aspects of droplet interference that could
exist on a surface being exposed to a medium or dense spray.
However, it is believed that these equations provide a reasonable
characterization of a dilute spray.

Consequently, by knowing the single droplet heat transfer effi-
ciency �sd, the spray parameters �d32, um, Q��, and the excess
surface temperature 	Tf, Eq. �13� can be used to predict the local
spray transition boiling heat flux. This model’s predictive capabil-
ity is best matched over the following parameteric ranges: 100
�	Tf �220°C, 0.250�10−3�d32�1.002�10−3 m, and 1.0
�u0�7.1 m s−1.

Figure 5 displays a comparison of the spray transition boiling
heat flux model Eq. �13� versus two empirical spray transition
boiling heat flux correlations �10,11� for a single set of spray
parameters. Figure 5 allowed for the evaluation of two different
methods that were used to calculate the single droplet heat transfer
efficiency �sd, for Eq. �13�. The first method included direct utili-
zation of Eq. �2�, which is the correlation by Deb and Yao �9�. The
second method involved dividing Eq. �3� by the maximum amount
of heat transfer to a spray, �fhfg� Qsp� , and evaluating the result at a
dilute volumetric spray flux of 0.175�10−3 m3 s−1 m−2. As Fig. 5
indicates, the latter of these two methods yields a closer agree-
ment between the spray heat flux model and the empirical corre-
lations, and thus this approach was employed in all remaining
model assessments. The disagreement between the heat flux
model and the empirical correlation of Ref. �10� at low tempera-
tures is explained in Fig. 6�a�.

Figure 6 compares the spray transition boiling heat flux model
Eq. �13� versus the empirical dilute spray heat flux correlation of
Klinzing et al. �10� �Eq. �3�� for various spray fluxes, droplet
diameters, and droplet velocities. Figure 6�a� shows an excellent
agreement for the low volumetric spray flux �0.5
�10−3 m3 s−1 m−2� and gradual departure in the agreement as the
spray flux is increased. It appears that the model of Eq. �13� is

applicable for very dilute sprays, but begins to lose its accuracy
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or spray fluxes greater than 1.0�10−3 m3 s−1 m−2. It is specu-
ated that complex droplet interference and interaction effects,
hich occur in medium and dense sprays, can account for the

imited capabilities of Eq. �13� �16�. Nevertheless, Fig. 6�b� and
�c� indicate that the model’s predictive capability is very good
or droplet diameters and droplet velocities over the ranges of
.250�10−3–1.000�10−3 m and 5.0–15.0 m s−1, respectively,
or a volumetric spray flux of 0.5�10−3 m3 s−1 m−2.

onclusions
This investigation focused on the transition boiling heat transfer

ate and the heat transfer efficiency of a single stream of mono-
ispersed water droplets. Furthermore, the study demonstrated
ow the complex behavior of spray transition boiling heat transfer
an be modeled from fundamental observations of the controlled
ingle droplet stream. From the experimental measurements and
nalytical modeling comparisons, the following key conclusions
an be drawn.

1. Empirical correlations were developed for the transition
boiling heat transfer rate and the heat transfer efficiency for
a single stream of uniform droplets impinging upon a pol-
ished horizontal surface. The influential parameters for these
correlations include droplet diameter, droplet velocity, and
surface temperature.

2. By properly accounting for the hydrodynamic differences
between a spray and a single droplet stream, the empirical
single droplet stream heat transfer correlations were effec-
tively extrapolated into a model for predicting the transition
boiling heat flux of dilute sprays �Q��0.5�10−3 m3

s−1 m−2�.

omenclature

ymbol
cp � specific heat �J kg−1 K−1�
D � laminar jet diameter �m�
do � droplet diameter �m�

d32 � droplet Sauter mean diameter �m�
f � frequency �s−1�

h −1

ig. 5 Comparison of the spray transition boiling heat flux
odel to spray heat flux correlations
fg � latent heat of vaporization �J kg �

ournal of Heat Transfer
Fig. 6 Comparison of the spray transition boiling heat flux
model, qsp,pred� , to the spray heat flux correlation of Klinzing et
al. †10‡, qtrans� , for various „a… volumetric spray fluxes, „b… drop-
let diameters, and „c… droplet velocities
NOVEMBER 2007, Vol. 129 / 1609
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hfg� � modified latent heat of vaporization
hfg+cp,f�Tsat−Tf� �J kg−1�

k � thermal conductivity �W m−1 K−1�
Q � total heat transfer �J�, volume flow rate

�m3 s−1�
Q� � volumetric spray flux �m3 s−1 m−2�

q � heat transfer rate �W�
q� � heat flux �W m−2�
T � temperature �°C�

TCHF � temperature at CHF �°C�
Tmin � temperature corresponding to minimum heat

flux �°C�
uo � droplet velocity �m s−1�
um � mean drop velocity in spray �m s−1�

We � Weber number, ��uo
2do� /�

reek Symbol
	TCHF � TCHF−Tf �°C�

	Tf � Ts−Tf �°C�
	Tmin � Tmin−Tf �°C�

� � drop or spray heat transfer efficiency

 � wavelength �m�
� � dynamic viscosity �N s m−2�
� � density �kg m−3�
� � surface tension �N m−1�

ubscript
CHF � critical heat flux condition

dense � dense spray condition
f � property of liquid

fg � difference between liquid and vapor
g � property of vapor

max � maximum
min � minimum heat flux or Leidenfrost point
pred � predicted

s � solid, surface
sat � saturation
sd � single droplet
sp � spray
ss � single droplet stream

trans � transition boiling

eferences
�1� Chandra, S., and Avedisian, C. T., 1991, “On the Collision of a Droplet With

a Solid Surface,” Proc. R. Soc. London, Ser. A, 432, pp. 13–41.

�2� Inada, S., Miyasaka, Y., Nishida, K., and Chandratilleke, G. R., 1983, “Tran-

610 / Vol. 129, NOVEMBER 2007
sient Temperature Variation of a Hot Wall Due to an Impinging Water Drop—
Effect of Subcooling of the Water Drop,” Proceedings of the ASME-JSME
Thermal Engineering Joint Conference, Honolulu, HI, ASME, New York, Vol.
1, pp. 173–182.

�3� Takeuchi, K., Senda, J., and Yamada, K., 1983, “Heat Transfer Characteristics
and the Breakup Behavior of Small Droplets Impinging Upon a Hot Surface,”
Proceedings of the ASME-JSME Thermal Engineering Joint Conference, Ho-
nolulu, HI, ASME, New York, Vol. 1, pp. 165–172.

�4� Makino, K., and Michiyoshi, I., 1984, “The Behavior of a Water Droplet on
Heated Surfaces,” Int. J. Heat Mass Transfer, 27, pp. 781–791.

�5� Bernardin, J. D., Stebbins, C. J., and Mudawar, I., 1997, “Mapping of Impact
and Heat Transfer Regimes of Water Drops Impinging on a Polished Surface,”
Int. J. Heat Mass Transfer, 40, pp. 247–267.

�6� Bernardin, J. D., Stebbins, C. J., and Mudawar, I., 1997, “Effects of Surface
Roughness on Water Droplet Impact History and Heat Transfer Regimes,” Int.
J. Heat Mass Transfer, 40, pp. 73–88.

�7� Araki, K., Yoshinobu, S., Nakatani, Y., and Moriyama, A., 1982, “Stationary
Measurement for Heat Transfer Coefficient in Droplet-Cooling of Hot Metal,”
Trans. Iron Steel Inst. Jpn., 22, pp. 952–958.

�8� Senda, J., Yamada, K., Fujimoto, H., and Miki, H., 1988, “The Heat Transfer
Characteristics of a Small Droplet Impinging Upon a Hot Surface,” JSME Int.
J., Ser. II, 31, pp. 105–111.

�9� Deb, S., and Yao, S. C., 1987, “Heat Transfer Analysis of Impacting Dilute
Spray on Surfaces Beyond the Leidenfrost Temperature,” Proceedings of the
ASME National Heat Transfer Conference, Pittsburgh, PA, ASME, New York,
Vol. 1, pp. 1–8.

�10� Klinzing, W. P., Rozzi, J. C., and Mudawar, I., 1992, “Film and Transition
Boiling Correlations for Quenching of Hot Surfaces With Water Sprays,” J.
Heat Treating, 9, pp. 91–103.

�11� Liu, G. W., Morsi, Y. S., and Clayton, B. R., 2000, “Characterization of the
Spray Cooling Heat Transfer Involved in a High Pressure Die Casting Pro-
cess,” Int. J. Therm. Sci., 39, pp. 582–591.

�12� Choi, K. J., and Yao, S. C., 1987, “Mechanisms of Film Boiling Heat Transfer
of Normally Impacting Spray,” Int. J. Heat Mass Transfer, 30, pp. 311–318.

�13� Yao, S. C., and Choi, K. J., 1987, “Heat Transfer Experiments of Mono-
Dispersed Vertically Impacting Sprays,” Int. J. Multiphase Flow, 13, pp. 639–
648.

�14� Mudawar, I., and Valentine, W. S., 1989, “Determination of the Local Quench
Curve for Spray-Cooled Metallic Surfaces,” J. Heat Treating, 7, pp. 107–121.

�15� Delcorio, B., and Choi, K. J., 1991, “Analysis of Direct Liquid-Solid Contact
Heat Transfer in Monodispersed Spray Cooling,” J. Thermophys. Heat Trans-
fer, 5, pp. 613–620.

�16� Bernardin, J. D., and Mudawar, I., 1997, “Film Boiling Heat Transfer of Drop-
let Streams and Sprays,” Int. J. Heat Mass Transfer, 40, pp. 2579–2593.

�17� Brenn, G., and Frohn, A., 1993, “An Experimental Method for the Investiga-
tion of Droplet Oscillations in a Gaseous Medium,” Exp. Fluids, 15, pp.
85–90.

�18� Berglund, R. N., and Liu, B. Y., 1973, “Generation of Monodispersed Aerosol
Standards,” Environ. Sci. Technol., 7, pp. 147–153.

�19� Anders, K., Roth, N., and Frohn, A., 1992, “Operation Characteristics of
Vibrating-Orifice Generators: The Coherence Length,” Part. Part. Syst. Char-
act., 9, pp. 40–43.

�20� Rayleigh, L., 1878, “On the Instability of Jets,” Proc. London Math. Soc., 10,
pp. 4–13.

�21� Bernardin, J. D., 1996, “Leidenfrost Point and Film Boiling Heat Transfer of
Single Dropets and Sprays,” Ph.D. thesis, Purdue University, West Lafayette,

IN.

Transactions of the ASME



H
T
W
H

H

S

S

C
D
T
C

E
f
h
o
t
b
g
t
d

K
n

I

t
t
t
a
R
m
t
t
c
w
a
e
f
c
b
e
b
e
t
i
a
i
b
R

fl
�

N

M

J

eat Transfer Enhancement for
urbulent Flow Through Blockages
ith Round and Elongated
oles in a Rectangular Channel

. S. Ahn

. W. Lee

. C. Lau1

onvective Heat and Mass Transfer Laboratory,
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ollege Station, TX 77843-3123

xperiments were conducted to determine the average heat trans-
er coefficients on three wall segments between blockages with
oles in a wide rectangular channel. Eight different configurations
f the holes in the blockages—two diameters and four aspect ra-
ios of the holes—were examined. The pressure drops across the
lockages were also measured. The results showed that the elon-
ated holes in the blockages in this study enhanced more heat
ransfer than the round holes, but they also caused larger pressure
rops across the blockages. �DOI: 10.1115/1.2764091�

eywords: forced convection, heat transfer enhancement, inter-
al cooling of turbine airfoils, blockages with holes

ntroduction
In a design concept for protecting airfoils from the hot combus-

ion gases in gas turbines, engineers proposed to force cooling air
hrough staggered holes in blockages in internal passages in the
ail regions of airfoils to enhance the heat transfer to the cooling
ir before it exits the airfoils through the trailing edge slots. In
ef. �1�, the tail region of an airfoil with these blockages was
odeled as two converging rectangular channels. Air flowed

hrough staggered elongated holes with rounded edges along the
wo blockages in each channel. These blockages have the same
ross section as the flow cross section of the converging channel
ithout the blockages. Downstream of the second blockage, the

ir left the channel through exit slots. Naphthalene sublimation
xperiments were conducted to determine the overall mass trans-
er coefficients and the distributions of the local mass transfer
oefficient on the wall segments between the two blockages and
etween the second blockage and the exit slots, for two different
ntrance channels and two exit slot configurations. The analogy
etween heat transfer and mass transfer was used to relate the
xperimentally determined mass transfer enhancement to heat
ransfer enhancement. Lau et al. �1� also reviewed published stud-
es on heat transfer for flows through full and partial blockages,
nd the references for these studies will not be repeated here. For
nformation on published studies on internal cooling of gas tur-
ine blades and vanes, readers are referred to publications such as
efs. �2,3�.
The objective of this study was to examine, for turbulent air

ow through holes in blockages, the effects of the aspect ratio
width-to-height ratio� of the holes and the total hole-to-blockage

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 29, 2006; final manuscript received

arch 8, 2007. Review conducted by A. Haji-Sheikh.

ournal of Heat Transfer Copyright © 20
area ratio on the average heat transfer on the wall segments be-
tween consecutive blockages, and the pressure drops across the
blockages. This parametric study was different from Ref. �1� in
which blockages with two specific hole configurations in two con-
verging rectangular channels with specific dimensions and en-
trance and exit configurations were considered.

Test Apparatus and Instrumentation
The test section for this study was a rectangular channel with a

cross section of 30.5 cm �width��2.54 cm �height�, and thus an
aspect ratio of 12:1. The walls of the test section were constructed
of 1.27 cm thick oak plywood. As shown in the schematic of the
side view of the test section in Fig. 1, there were four blockages
with staggered round or elongated holes in the test section. These
blockages were constructed of acrylic. They had the same height
as the channel and were 1.14 cm thick. The distance between two
consecutive blockages was 5.08 cm or twice the height of the
channel.

For this study, there were eight sets of four blockages with
different hole configurations, and the holes had a height �or diam-
eter, in the round hole case� of either 1.27 or 1.91 cm. Table 1 lists
the widths of the holes and the center-to-center spacings between
holes in the various blockages. While the aspect ratio of the holes
ranged from 1.0 �round holes� to 3.4, and the total number of
holes varied from 2 to 12, the ratios of the total hole-to-channel
cross-sectional areas were kept constant and were equal to about
0.2 and 0.3, respectively, in the smaller and larger hole cases.
Figure 2 shows two of each set of these blockages with staggered
holes.

Air was the working fluid. During an experiment, it was drawn
through the test section with two centrifugal blowers that were
connected in series. After the air left the test section, it passed
through a settling plenum, an orifice flow meter, and a gate valve
and a bypass valve, before it was ducted to the outside of the
laboratory.

Figure 3 shows the top views of the top and bottom walls of the
test section. To determine the average heat transfer on one of the
two principal walls of the test section downstream of the block-
ages, three copper plates were installed in three slots in the top
wall of the test section. Each copper plate measured 5.08
�30.5 cm2 and was 1.27 cm thick. During an experiment, heat
was supplied to each copper plate from a flexible electric heater
that was attached with silicon rubber adhesive onto the outer sur-
face of the copper plate. Balsa wood with a thickness of 3.2 mm
was attached, also with silicon rubber adhesive, onto the four
edges of each copper plate. After the copper plate was installed in
one of the three slots in the top wall of the test section, the
wooden rim rested on top of the two blockages and the two side-
walls, such that the balsa wood minimized the heat transfer by
conduction to the acrylic blockages. Styrofoam insulation was
used to minimize extraneous heat losses to the surroundings, and
silicon sealant was used to prevent air leakage at the interfaces
between the copper plates and the top wall.

For each experiment, after a steady state was attained, the
heater voltage drops and currents were measured with two TRMS
digital multimeters. The temperature of each of the three copper
plates was measured with seven 36-gage T-type thermocouples,
along with a computer-controlled data acquisition system. The
pressure drops across the blockages were measured with 15 static
pressure taps at five streamwise stations along with a calibrated
pressure transducer. Figure 3 shows the locations of the 21 ther-
mocouples in the three copper plates and the locations of the 15
static pressure taps at five streamwise stations in the bottom chan-
nel wall.

Experiments were conducted with each set of blockages to ob-
tain the average heat transfer coefficient on the wall segments
downstream of the blockages and the pressure drops across the
blockages, for three air mass flow rates corresponding to Reynolds

numbers of about 7000, 12,000, and 17,000. Separate experiments

NOVEMBER 2007, Vol. 129 / 161107 by ASME
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ere conducted to calibrate the instruments for measuring the air
ass flow rate, the wall and air temperatures, and pressures, and

o determine the extraneous heat losses to the surroundings.

ata Reduction
The average Nusselt number for each of the three wall seg-
ents between two blockages was defined as

Nu =
h̄Dh

k
�1�

here the average heat transfer coefficient was evaluated as

h̄ =
IV − qloss

As�T̄w − T̄m�
�2�

he bulk temperature at the downstream edge of a wall segment
as determined based on an energy balance calculation with the
et rate of heat transfer from the wall segment, the air mass flow
ate, and the bulk temperature at the upstream edge of the wall
egment as inputs. The average bulk temperature was the average
f the two bulk temperatures.

The Reynolds number for the air flow through the test channel
as also defined based on the hydraulic diameter of the test chan-
el and might be written as

Re =
4ṁ

�P
=

2ṁ

��W + H�
�3�

Based on the pressure gradient across the blockages, the friction
actor was determined as

f =
��p/�x�Dh

�ū2/2
= 2�Dh��p

�x
��Ac

ṁ
�2

�4�

The average Nusselt number and friction factor were normal-
zed, respectively, with the Nusselt number and friction factor for
ully developed turbulent flow through a smooth channel at the
ame Reynolds number given by

Nu0 = 0.023 Re0.8 Pr0.4 �5�

Fig. 1 Schematic of test apparatus for this study

Table 1 Configuratio

Diameter=1.27 cm, area ratio=0.196

Number of holes in each blockage
Width of holes, a �cm�

Center-to-center spacing between holes, b �cm�
Aspect ratio of holes

Diameter=1.91 cm; area ratio=0.295
Number of holes in each blockage

Width of holes, a �cm�
Center-to-center spacing between holes, b �cm�

Aspect ratio of holes
612 / Vol. 129, NOVEMBER 2007
f0 = �0.79 ln�Re� − 1.64�−2 �6�
The thermal performance was defined as

TP = �Nu/Nu0��f/f0�−1/3 �7�
This parameter compares the heat transfer enhancement by the
blockages per unit pumping power relative to the heat transfer for
fully developed turbulent flow through a smooth channel.

The uncertainties of the Reynolds number, Nusselt number, and
friction factor were estimated based on the uncertainty analysis
method of Ref. �4� and a confidence level of 95%. With the un-

of holes in blockages

e S-1 Case S-2 Case S-3 Case S-4

12 6 4 3
.27 2.27 3.27 4.26
.54 5.08 7.62 10.2
1.0 1.8 2.6 3.4

e L-1 Case L-2 Case L-3 Case L-4
8 4 3 2
.91 3.40 4.90 6.40
.81 7.62 10.7 15.2
1.0 1.8 2.6 3.4

Fig. 2 Schematics of blockages with round and elongated
holes for this study
ns

Cas

1
2

Cas

1
3
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ertainties of ±1.0% for all properties of the air and ±0.5% for all
hysical dimensions, the uncertainty of the mass flow rate was
alculated to be ±2.2%, and the uncertainty of the Reynolds num-
er was estimated to be ±2.5%.

The uncertainties for the heater voltage and current were found
o be ±2.2% and ±1.2%, and those for the average wall and bulk
emperatures were ±2.5% and ±2.6%, respectively. With these
alues, the uncertainty of the Nusselt number was calculated to be
6.1%. With uncertainties of ±6.8% for the pressure drop and
2.2% for the air mass flow rate, the uncertainty of the friction

actor was estimated to be ±8.4%.

resentation and Discussion of Results

Heat Transfer on Wall Segments. In this study, average heat
ransfer coefficients were determined on three wall segments be-
ween blockages with holes in a wide rectangular channel. Eight
ifferent configurations of the holes in the blockages—two diam-
ters and four aspect ratios of the holes—were examined. Experi-
ents were conducted at three different air flow rates. The pres-

ure drops across the blockages were also measured. The heat
ransfer and pressure drop results are presented in this section in
erms of a Nusselt number ratio Nu/Nu0 and a friction factor ratio
f / f0. These two ratios give, respectively, the heat transfer en-
ancement by the blockages and the increase in the pressure drop
aused by the blockages.

Figure 4 shows the heat transfer enhancement on the three wall
egments by the blockages with holes. In the figure, the Nu/Nu0
alues for the three Reynolds numbers of about 7000, 12,000, and
7,000 are presented for the eight cases with different hole con-
gurations: �a� Cases S-1–S-4 for the blockages with the smaller

ig. 3 Schematic of top and bottom walls of wide „12:1… rect-
ngular channel with four blockages for this study
oles and �b� Cases L-1–L-4 for the blockages with the larger

ournal of Heat Transfer
holes. The results show that the value of Nu/Nu0 ranges from 5.2
to 8.0. Thus, the heat transfer coefficients on the wall segments
downstream of the blockages with holes are much higher than
those for fully developed flows through an open channel without
blockages at the same Reynolds numbers. The blockages with the
smaller holes increase the heat transfer on the wall segments more
than those with the larger holes. In all cases, the heat transfer
enhancement is lower when the air flow rate is higher. Increasing
the Reynolds number from about 7000 to about 17,000 decreases
the Nu/Nu0 value by 6.1%, on average, with a maximum change
of −9.3%.

For the blockages with the smaller holes, Fig. 4�a� shows that
increasing the aspect ratio of the holes from 1.0 to 3.4 increases
the Nusselt number ratio monotonically. The Nu/Nu0 values for
the blockages with the widest holes �Case S-4� are 27–34% larger
than those for the blockages with the round holes �Case S-1�. The
Nu/Nu0 values are larger on the first wall segment between the
first two blockages than on the two downstream wall segments.

For the blockages with the larger holes, Fig. 4�b� shows that the
Nu/Nu0 values are smaller in Case L-1 for the blockages with the
round holes than in Cases L-2–L-4 for the blockages with elon-
gated holes. In Case L-1, the Nu/Nu0 values are the largest on the
first wall segment and the lowest on the third wall segments, while
in Cases L-2–L-4, the trend reverses. For the blockages with the
elongated holes, with an increase of the aspect ratio of the holes,
Nu/Nu0 decreases on the first wall segment, remains about con-
stant on the second wall segment, and increases on the third wall
segment, with a maximum change of less than 9.1%.

Figure 4 clearly shows that there are variations of the heat

Fig. 4 Heat transfer enhancement on wall segments down-
stream of blockages „numbers along the abscissa are Rey-
nolds numbers…
transfer coefficients on the three wall segments for the eight dif-
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erent configurations of the holes in the blockages in this study,
nd that the flows through the blockages were not periodic during
he experiments. In Fig. 5, the average heat transfer results over
he three wall segments are presented. From these average results,
t can be readily seen that the average heat transfer enhancement
n the three wall segments decreases with increasing mass flow
ate and is larger in the cases of the blockage with the smaller
oles. The average heat transfer enhancement increases monotoni-
ally with an increase of the aspect ratio of the smaller holes, and
he Nuav/Nu0 values are lower in the case of the larger round
oles than similar values in the three cases with the larger elon-
ated holes.

In Ahn Ref. �5�, naphthalene sublimation experiments were
onducted to obtain the average mass transfer and the local mass
ransfer distributions on three wall segments downstream of the
ame blockages considered in this study, using the test section of
his study, for Re�7000 and 17,000. By applying the heat and
ass transfer analogy, the measured average and local Sherwood

umber ratios were converted to average and local Nusselt num-
er ratios. The effects of the hole configuration and the mass flow
ate on Nu/Nu0 based on the mass transfer measurements in Ref.
5� are found to be consistent with the effects on Nu/Nu0 that are
eported here. For all eight hole configurations considered, the
u/Nu0 values based on the mass transfer experiments �with an

stimated uncertainty of ±8.2%� are slightly higher �by 4.9% on
verage� than those in this study, with a maximum deviation of
.9% and a standard deivation of 2.7%. In Ref. �5�, the local heat
mass� transfer distributions helped explain the effect of the hole
onfiguration on the average heat �mass� transfer on the wall seg-
ents downstream of the blockages with holes.

Friction Factor. The friction factors were calculated with Eq.
4� using the pressure drops across the two consecutive
lockages—between the pressure taps in the first and third rows,
etween the pressure taps in the second and fourth rows, and
etween those in third and fifth rows �see Fig. 3�b��. As expected,
ecause the blockages with the smaller and larger holes in this
tudy block 80% and 70%, respectively, of the flow cross section
f the rectangular channel, the pressure drops are much larger
cross the blockages than for airflows through an open channel at
he same flow rates. Figure 6 shows that the blockages with the
maller holes in Cases S-1–S-4 cause larger pressure drops than
he blockages with the larger holes in Cases L-1–L-4. The friction
actor ratio f / f0 increases as the hole aspect ratio is increased,
ith values ranging from about 700 to about 1900 for the block-

ges with the smaller holes, and from about 300 to about 1300 for
he blockages with the larger holes.

ig. 5 Average heat transfer enhancement on wall segments
ownstream of blockages „numbers along the abscissa are
eynolds numbers…
In all cases, f / f0 is larger when the Reynolds number is in-

614 / Vol. 129, NOVEMBER 2007
creased. The f / f0 values for Re�12,000 and Re�17,000 are
about 16% and 27%, respectively, higher than the corresponding
values for Re�7000. In almost all cases, f / f0 is larger when the
hole aspect ratio is larger. For the blockages with the smaller
holes, increasing the aspect ratio of the holes from 1.0 to 3.4
increases the friction factor ratio by 55% to over 100%. For the
blockages with the larger holes, increasing the aspect ratio of the
holes from 1.0 to 3.4 may more than triple the f / f0 values. The
wider sections of the blockages between staggered holes with a
larger aspect ratio appear to increase the resistance to the air flow
through the channel more than the blockages that have holes with
a smaller aspect ratio and a smaller spacing between holes.

There are variations of the f / f0 values for the three wall seg-
ments. For the blockages with the round holes, the pressure drops
are the largest across the first wall segment �that is, across the first
two blockages� and the smallest across the last wall segment �that
is, across the last two blockages�. For the blockages with the
widest elongated holes, the trend reverses. Evidently, the holes
with various aspect ratios in the blockages affect differently the air
flows from an open channel and those through the holes in one or
two upstream blockages.

Thermal Performance. The thermal performance was evalu-
ated with Eq. �7� using the average Nusselt number over the three
wall segments and the average of the friction factors for the three
wall segments. Although the smaller holes in the blockages effect
more heat transfer than the larger holes in the blockages, they also
cause a larger increase of the pressure drop across the blockages
than the larger holes. While Nu/Nu0 decreases with increasing Re,

Fig. 6 Pressure drops across wall segments downstream of
blockages relative to that for fully developed turbulent flow
through a smooth channel without blockages „numbers along
the abscissa are Reynolds numbers…
f / f0 increases. Figure 7 compares the thermal performances of the
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lockages with the smaller and the larger holes. In all cases, the
P value decreases with an increase of the Reynolds number. The
lockages with the larger holes outperform those with the smaller
oles slightly, with TP values ranging from 0.62 to 0.83 versus
alues from 0.57 to 0.71. For the blockages with the smaller
oles, the TP values for the three elongated hole cases are about
he same �within 1% for the same Re� and are about 6% higher
han those for the round hole case. For the blockages with the
arger holes, the thermal performance decreases with an increase
f the hole aspect ratio while keeping the total hole-to-channel
ross-sectional area constant.

ummary and Concluding Remarks
The results of this experimental study may be summarized as

ollows:

1. Blockages with holes significantly enhance the heat transfer
on the channel wall segments downstream of the blockages,
but they also cause substantial increases of the pressure
drop, when compared with the heat transfer and pressure
drops for fully developed flows at the same flow rates
through a channel with the same cross section but no block-
ages.

2. The elongated holes in the blockages in this study enhance
more heat transfer than the round holes, but they also cause
larger pressure drops across the blockages.

3. The blockages with the larger holes in this study outperform
the blockages with the smaller holes.

Before any design of blockages with holes may be recom-
ended for cooling channels in gas turbine airfoils, or for heat

ransfer enhancement in heat exchangers in general, additional
arametric studies are needed to obtain local and average heat
ransfer data to optimize the size and the aspect ratio of the holes
n the blockages, the spacing between the holes, and the spacing
etween two blockages, relative to the channel height, to improve

ig. 7 Thermal performances of blockages with holes—heat
ransfer enhancement per unit pumping power relative to that
or fully developed flow through a smooth channel „numbers
long the abscissa are Reynolds numbers…
ournal of Heat Transfer
thermal performance and to minimize thermal stresses resulting
from large variations of the local heat transfer. Data are also
needed for heat transfer on the surfaces of the holes, and the
upstream and downstream surfaces of the blockages, since a sub-
stantial amount of heat may be conducted from the walls to the
blockages.

Nomenclature
Ac � flow cross-sectional area of test channel, m2

As � heat transfer surface area, m2

Dh � hydraulic diameter of test channel, m
f � friction factor

f0 � friction factor for fully developed turbulent
flow through a smooth channel

h̄ � average heat transfer coefficient, W/ �m2 K�
H � height of test channel
I � current, A
k � thermal conductivity of air, W/ �m K�

ṁ � air mass flow rate, kg/s
Nu � average Nusselt number

Nuav � average Nusselt number over three wall seg-
ments downstream of blockages

Nu0 � Nusselt number for fully developed turbulent
flow through a smooth channel

p � pressure, N/m2

P � perimeter of test channel, m
Pr � Prandtl number

qloss � rate of extraneous heat losses, W
Re � Reynolds number

T̄m � average bulk temperature, K
TP � thermal performance, �Nu/Nu0��f / f0�−1/3

T̄w � average surface temperature, K
ū � average velocity, m/s
V � voltage, V
W � width of the test channel, m

Greek Symbols
�p � pressure drop across two consecutive block-

ages, N/m2

�x � distance between two rows of pressure taps
across two consecutive blockages, m

� � dynamic viscosity of air, N s/m2

� � density of air, kg/m3
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